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ABSTRACT 

  

The recent growth in electronics power density has created a significant need for effective 

thermal management solutions. Liquid-cooled heat sinks or cold plates are typically used to 

achieve high volumetric power density cooling. A natural trade-off exists between the thermal and 

hydraulic performance of a cold plate, creating an opportunity for design optimization. Current 

design optimization methods rely on computationally expensive and time-consuming 

computational fluid dynamics (CFD) simulations. Here, we develop a rapid design optimization 

tool for liquid cooled heat sinks based on reduced order models for the thermal-hydraulic behavior. 

Flow layout is expressed as a combination of simple building blocks on a divided coarse grid. The 

flow layout and geometrical parameters are incorporated to optimize designs that can effectively 

address heterogeneous cooling requirements within electronics packages. Layout optimization 

problem of assigning flow blocks on elements of the coarse grid is solved using discrete 

optimization method. Modifying the expression of flow block in terms of design variables and 

evaluating non-trivial objective function for partially complete flow layouts coupled with a multi-

start approach to improve the probability of finding flow layouts with optimal performance. 

Gradient-based optimizer enables rapid optimization of internal diameters of the flow blocks for a 

given flow layout in geometry optimization. 
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CHAPTER 1: INTRODUCTION 

 

Electrified transportation has seen tremendous increase over the last decade. This growth 

is supported by miniaturization of the power electronics making their integration with the onboard 

traction systems possible. The rapid densification of electronic systems as evident from the 

International Technology Roadmap for Semiconductors (ITRS) [1] has increased the demand for 

effective heat dissipation. The trend seen in Figure 1 showcases the increase in the power levels 

of onboard electronics with the degree of transportation electrification [2]. Thermal management 

is a roadblock to further miniaturization of electronics considering safe operating condition 

requirements as well as performance degradation at elevated temperatures within active and 

passive components.  

 

Figure 1.1 Electrified transportation power level trend with degree of electrification [2] 
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Traditional thermal management solutions employing ambient air as the primary cooling 

medium are unable to cater to the heat flux rates in highly dense electronics systems. Traditional 

air-cooled heat sinks are limited in their ability to remove high heat fluxes (>10 W/cm2 [3]) while 

maintaining device temperatures within threshold limits to prevent failure [4]. Heat sinks using 

single phase liquids as coolants show significant improvement in thermal performance due to 

better coolant thermal properties compared to air. Effective cooling performance and simplicity 

has popularized the application of single-phase liquid cooled thermal management approaches for 

electronics cooling [5]. Channelized coolant flow in liquid heat sinks known as cold plates has 

been employed for numerous electronics cooling applications. 

Seminal work on microchannel heat sinks by Tuckerman and Pease [6] demonstrated the 

potential of liquid cooling solutions for high heat flux removal. Enhancement in the heat transfer 

performance mapped in terms of the low thermal resistance of 0.1 (⁰C·cm2)/W comes at the cost 

of high pressure drop approaching 2 bar, thus increasing demand for pumping power. Many 

researchers have investigated liquid cooled heat sink performance for a range of design and 

operating conditions using experimental [7]–[9], analytical [10]–[13] and numerical approaches 

[14]–[16]. Results of these studies have guided the design process for liquid cooled systems. 

Parametric modeling [17]–[19] of performance parameters with respect to design variables 

including geometric dimensions and flow boundary conditions has provided means for design 

optimization[20]–[24]. Experimental approaches have yielded the most accurate results for 

performance modeling but are restrictive in terms of the number of design points that can be 

considered due to the cost and time required in setting up the experiments for different design 

variations. Numerical simulations using fluid flow and conjugate heat transfer analysis enable 

investigation of the necessary performance parameters. Numerical studies however need to be 
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supported with mesh refinement and experimental validation for ensuring accuracy of the obtained 

results. Even though parametric studies are a proven tool for design optimization, their scope is 

limited in terms of design variables available for consideration. This limitation often fails to 

capture the complete flexibility within the design domain. Implementation of custom channel 

designs and flow layouts for increasing the heat transfer performance by enhancing flow mixing 

[25]–[30] is instrumental for designing high performance thermal management systems. Most past 

studies are constrained in a way that leads to optimization of hyper-specific designs. While 

providing utility at optimizing those designs, there is a need for additional research that allows for 

broader search of the design space and consideration of different design architectures. 

Inspired by exciting developments in its application to solve problems in structural 

mechanics, topology optimization (TO) has been adapted for designing high performance heat 

sinks [31]–[33]. More recently, TO has been adopted for the design of liquid cooled heat sinks 

[34]–[39]. TO uses numerical simulations and sensitivity calculations for every iteration in the 

optimization search, which can be computationally expensive and time-consuming. Published 

research investigated design improvement and optimization of liquid cooled heat sinks most 

focuses on overall heat transfer performance at a given boundary. In practice, liquid cooled heat 

sinks can be subject to spatially heterogeneous temperature profiles, resulting in non-uniform heat 

fluxes and thermal stresses within electronics packages and reduced reliability [40], [41]. Although 

the challenges associated with device-to-device temperature gradients have been addressed in 

specific studies focusing on targeted hot-spot cooling [42]–[44], seldom do these studies entail 

design optimization. 

Thermal and hydraulic performance along with the volume and mass of the thermal 

management solution at the component level as well as the auxiliary component and system level 
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forms a crucial part of many multi-disciplinary, multi-objective optimization for electro-thermal 

systems [45]–[48]. Electro-thermal co-design applications use computationally efficient modeling 

approaches [47], with simplifying assumptions for thermal performance calculations. Temporal 

and computational resource requirements of existing thermal design optimization approaches 

using high-fidelity numerical simulations restrict their integration with electro-thermal co-design 

packages. There is a need for a rapid modeling and optimization for thermo-fluidic parameters of 

liquid cooled heat exchangers for ensuring true co-design optimization of electric power 

conversion systems. 

 This thesis proposes a reduced order design optimization approach for liquid cooled heat 

sinks/cold plates. To accomplish the task of rapid optimization, a performance estimation approach 

is used where the fluid flow layout is broken down into flow blocks which form elements divided 

into a coarser two-dimensional (2D) grid consisting of elementary fluid flow blocks. The 

governing mass, momentum, and energy equations for fluid flow and heat transfer within fluid and 

solid domains [49], [50] are solved to obtain the performance of the design in terms of thermal 

resistance, pressure drop and temperature deviation on the surface heated by electronics 

components. The optimization process is further broken down into the sub-problems finding the 

fluid flow layout for given domain information and boundary conditions. Followed by the search 

for optimal flow layout, geometrical parameters for individual flow blocks considered as design 

variables for optimization of thermal-hydraulic performance parameters. The sequential layout and 

geometry optimization on a discretized domain leads to a rapid design optimization of the cold 

plate. 

 The rest of this thesis is organized as follows. Chapter 2 describes the domain reduction 

and optimization approach. Chapter 3 summarizes the modeling approach with special emphasis 
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on the underlying assumptions. Chapter 4 explains the layout optimization approach using the 

discrete optimization methods. Chapter 5 describes the geometry optimization. Chapter 6 discusses 

the need and directions for future work followed by Chapter 7 which concludes the thesis. 
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CHAPTER 2: DOMAIN REDUCTION AND OPTIMIZATION APPROACH 

 

 Cold plate designs with a continuous flow path having fixed inlet and outlet locations is 

considered in this work. Figure 2.1a represents an exemplary commercial-off-the-shelf (COTS) 

[51] four-pass cold plate design used for a variety of electronics cooling applications. Electronics 

components mounted on the surface of such cold plate generate the heat dissipation. The internal 

channels of the cold plate provide the flow path for the coolant which removes the heat generated 

by the electronics. The design of the cold plate can be represented in terms of the flow path of the 

coolant and the diameter of the internal channel at different locations. Effect of these design 

parameters can be observed on the performance metrics of the cold plate including the thermal 

parameters like the heated surface temperature and hydraulic parameters like the total pressure 

drop observed by the coolant in the cold plate. 

 To simplify the performance evaluation, cold plate design can be broken down into a series 

of simple flow blocks by dividing the geometry into a coarse grid as shown in Figure 2.1b. Each 

grid element consists of a unique flow block. The flow blocks for the cold plate design with non-

parallel (series) flow can be categorized as straight blocks or elbows which are represented in 

Figure 2.1c. Dividing the cold plate into discrete blocks allows solving for flow equations in 

individual blocks simplifying the performance metrics calculation. Additionally, dividing the 

domain into a grid allows for specifying unique flow blocks, internal diameters, and heat 

dissipation values for every grid element. This approach provides an effective way of modeling 

the cold plate having complex internal channels with heterogeneous loss profiles often encountered 

in electronics cooling applications. Increasing number of discretized elements however results in 

complex and unrealizable designs along with higher computational costs for modeling and 

optimization. 
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Figure 2.1 (a) Schematic of a commercial standard cold plate design for electronics cooling. (b) Top view of the cold 

plate domain divided into a coarse grid (blue divider lines) using (c) simplified flow blocks forming elements for cold 

plate design. Black arrows indicate flow direction, while black coloring represents the solid domain and white coloring 

represents the fluid domain. Schematics not to scale. 

 

The reduced order modeling approach allows for rapid evaluation of the cold plate 

performance parameters for any given design. This is leveraged in the design optimization 

framework to rapidly generate the optimal design for any given set of boundary conditions. Figure 

2.2 describes the optimization process. First, the layout optimization is performed based on 

specified inlet and outlet locations for the coolant flow and the discretized grid size. The layout 

optimization process involves finding a unique flow block for each grid element, making it an 

inherently discrete problem. Therefore, discrete optimization methods are employed for layout 

optimization. Following this, the geometry of the optimal layout, expressed in terms of individual 

element diameters is optimized to conclude the design optimization process. The continuous nature 

of the performance parameters with respect to the diameters allows for the use of gradient based 

optimization solvers for geometry optimization.  
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Figure 2.2 Cold plate design optimization approach including layout optimization for a given domain followed by 

geometry optimization on the optimal layout 

 

 

Heated surface temperature and the inlet to outlet pressure drop of the cold plate are used 

as the optimization objectives. The thermal and hydraulic parameters often form competing 

objectives. For example, a layout with low number of active elements circulates coolant through a 

limited number of grid elements and thus has a lower pressure drop compared to a design which 

has more flow blocks covering a longer path in the grid. At the same time, due to the lack of coolant 

circulation through the complete design, the heated surface temperature is higher. This trade-off 

leads to non-trivial optimal designs for any given combination of the temperature and pressure 

drop objectives. 

Layout Optimization Geometry Optimization

Optimal DesignInput problem

?
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CHAPTER 3: THERMOFLUIDIC PERFORMANCE MODELING 

 

 For any given cold plate design expressed in terms of a flow layout and diameters on a 

coarse grid, the performance modeling is used to obtain the metrics used as optimization objectives 

and constraints. The thermal performance is expressed in terms of the temperature of the cold plate 

surface in contact with and this heated by the electronics being cooled. The maximum temperature 

(𝑇s,max) value is used as one of the optimization objectives which influences the maximum 

temperature of the electronics component. Apart from the maximum temperature, the temperature 

deviation (𝑇s,dev) on the heated surface is used as an optimization objective. The hydraulic 

performance is mapped in terms of the total pressure drop (Δ𝑃tot) in the cold plate. Therefore, each 

optimization iteration would require solving for these performance metrics. 

 

 

Figure 3.1 (a) Schematic of a straight fluid block element (shown in Fig. 1.1c, top) with a heat flux boundary condition 

applied to the top surface (red arrows) and coolant entering through one circular face (blue arrow). (b) Side view and 

(c) Front view of the fluid block showing the boundary conditions and flow and temperature variables. 

 

Fluid flow in each of the flow blocks is modelled as internal channel flow as shown in 

Figure 3.1. The side view of the flow block shown in Figure 3.1 (b) indicates the constant heat flux 
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boundary condition (𝑞" = constant) along with the flow and temperature variables including the 

inlet bulk fluid temperature (𝑇in), average fluid velocity (𝑣in), outlet bulk fluid temperature (𝑇out), 

average fluid velocity (𝑣out), inner local averaged heat transfer coefficient (ℎ) and the heated 

surface temperature (𝑇s,top). The fluid block dimension (𝐿) and diameter (𝑑) are presented in the 

front view of the fluid block shown in Figure 3.1(c). Hatched boundaries indicate adiabatic 

conditions (𝑞" = 0). Flow continuity equation for this block preserves the flow at the inlet and 

outlet of the block giving: 

 𝑑in
2 𝑣in = 𝑑out

2 𝑣out , (1) 

   

 

Where 𝑑in, 𝑣in and 𝑑out, 𝑣out are the channel hydraulic diameter and average flow velocity 

at the inlet and outlet faces of the flow block, respectively. The momentum conservation for the 

simple block results in the equation for the element pressure drop given as: 

 
Δ𝑃 =

𝑓𝐿

𝑑

𝜌𝑣2

2
 , 

(2) 

 

Δ𝑃 represents the pressure drop within the flow block calculated using 𝑓, 𝜌, 𝐿, 𝑑, and 𝑣 

which denote friction factor, fluid density, block size/length, average channel hydraulic diameter 

(𝑑 = (𝑑in + 𝑑out)/2) and average of the inlet and outlet velocities (𝑣 = (𝑣in + 𝑣out)/2), 

respectively. 

The continuity equation ensures the conservation of mass entering and leaving each 

individual block. Momentum conservation provides the pressure drop in terms of the solved 

velocity values. Here, the Darcy friction factor is used for obtaining the pressure drop in the block 

in terms of inlet velocity assuming fully hydrodynamically-developed flow. The friction factor is 
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found according to correlations given in Eqns. (3, 4) for laminar and turbulent flows. Interpolated 

values are used within the transition regime [49]. 

                                                𝑓 =
64

Re
;                              Re < 2300 (Laminar) 

(3) 

                          
1

√𝑓
=  −2 log10 (

𝜖

3.7𝑑
+

2.51

Re√𝑓
) ;     Re > 4000 (Turbulent) 

(4) 

 

Where Re is the Reynolds number based on average diameter and fluid flow velocity (Re 

= 𝜌𝑣𝑑/𝜇, where 𝜇 is the dynamic viscosity of the fluid). The limits on the diameter values prevent 

drastic changes in flow properties within a single flow block supporting our assumption of a 

Reynolds number based on average values. Here 𝜖 is the roughness of the internal surface of the 

channel. For our simulations, we assumed fairly smooth channels with surface roughness of 𝜖 ≈ 

1.5 µm (drawn Cu tubing). 

The heat transfer performance is modeled in terms of fluid temperatures at element 

boundaries and average temperature of the heated surface for each element. The energy balance 

for the fluid is given as: 

 
�̇�𝐶pf

(𝑇f,out − 𝑇f,in) = ℎeff𝐴 (𝑇s −
𝑇f,out + 𝑇f,in

2
) , 

(5) 

 

Where 𝐶pf
 is the fluid specific heat, ℎeff is the effective heat transfer coefficient between 

the fluid and heated surface temperature nodes, 𝑇s is the temperature at the top surface which is 

subject to a uniform heat flux (𝑞”, Figure 1d) and 𝑇f,in, 𝑇f,out are fluid inlet and outlet temperatures 

respectively. Overall heat transfer coefficient from the fluid to the top surface is obtained using: 
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 1

ℎeff𝐴
=

1

ℎ𝐴c
+

1

𝑘s𝑆
 , 

(6) 

 

Where 𝑘s is the thermal conductivity of the solid material and 𝐴c and 𝑆 are the curved 

internal channel area wetted by fluid and conduction shape factor for heat transfer from the surface 

to the channel internal wall, respectively. The shape factor correlations are obtained based on 

parametric simulations conducted prior to simulation of the flow. Here, ℎ is the heat transfer 

coefficient at the fluid-solid internal channel wall calculated using the following well-validated 

correlations [50]:  

 Nu = 4 , Laminar (7) 

 Nu =  0.023 Re0.8Pr0.4, Turbulent (8) 

 
ℎ =

Nu𝑘f

𝑑
 . 

 (9) 

Where Nu is the Nusselt number based on the average hydraulic diameter (𝑑), Pr is the 

fluid Prandtl Number, and 𝑘f is the fluid thermal conductivity. Convective heat transfer in the fluid 

cannot be modelled with either constant heat flux or constant wall temperature boundary 

conditions. Hence, an average Nusselt number for flow in a circular channel with constant wall 

heat flux and constant wall temperature were chosen for the laminar flow regime. 

Conduction within the solid domain is considered while solving for the heated surface 

temperature as: 

𝑘s𝐴l

𝐿
∑ (𝑇s − 𝑇nb)

intenal

+ ℎamb𝐴l ∑ (𝑇s − 𝑇amb)

corner

+ �̇�𝐶f(𝑇f,out − 𝑇f,in) = 𝑞"𝐴top , 
(10) 
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Where 𝑞" is the heat flux, ℎamb is the heat transfer coefficients to ambient at corner 

elements, 𝐴l, 𝐴top are the lateral and top surface areas respectively. The block lateral surface area 

is assumed to be equal for all faces of the block in contact with neighboring elements or ambient. 

The bottom surface is assumed to be adiabatic. Here, 𝑇nb and 𝑇amb denote the neighboring element 

top surface and ambient temperatures. Effects of heat spreading (lateral block to block heat 

transfer) within the solid domain is considered within the heat conduction equation. Equations (5) 

and (10) result in a set of linear equations which are solved to obtain the fluid and heated surface 

temperature profiles for the entire cold plate. A detailed solution of these equations for an example 

design on a 2 x 2 design is presented in Appendix A. 

The following boundary conditions are used in the optimization processes in the remaining 

chapters unless otherwise specified. Water is used as a coolant with a mass flow rate of 0.1 kg/s 

entering the cold plate at 20 ºC. All fluid blocks have the identical dimension 𝐿 = 2 cm. The 

internal diameters are held constant for the layout optimization at  𝐿 = 1 cm. The cold plate solid 

material is Aluminum. A uniform heat dissipation of 200 W (𝑞” = 50 W/cm2) per grid element is 

used, except in the cases when the effect of heterogeneous heat dissipation profile is studied. 
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CHAPTER 4: LAYOUT OPTIMIZATION 

 

 The first step in the design optimization is to find an optimal layout representing the coolant 

flow path in the cold plate. After dividing the domain into a coarse grid, the layout optimization 

can be viewed as the problem of assigning a flow block for each of the grid elements. As shown 

in Figure 1.1, the flow blocks for non-parallel designs can be classified as straight and elbows. 

Within these, depending on the direction of flow inlet and exit, the straight elements can be 

subclassified into four types and elbows can be subclassified into eight types. Combining these 

with an empty block with no flow, each of the grid element can be assigned with one of the thirteen 

unique flow block types. These thirteen flow block types are presented in Figure 4.1.  

 

Figure 4.1 Discrete flow block with unique indices used as design variables in layout optimization 

 

(1) (2) (3) (4)

(5) (6) (7) (8)

(9) (10) (11) (12)

(13)
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The flow block types at all grid locations form the design variables for the layout 

optimization. As discussed in the previous chapter, the design optimization consists of a multi-

objective optimization problem which focuses on both thermal and hydraulic considerations. The 

optimization problem for minimizing thermal and hydraulic objectives can be formulated as: 

 

 min
layout

(𝑇s,max, Δ𝑃tot, 𝑇s,dev) , (11) 

subject to the following conditions:  

 𝜌vinlet𝐴inlet = �̇� , (12) 

 𝑞"(i, j) = 𝑞loss
′′  . (13) 

 

where min represents the multi-variable minimization function over the entire cold plate layout. 

Here, the maximum top surface temperature among all element blocks 𝑇s,max, total pressure drop 

within entire channel Δ𝑃tot and the standard deviation of the top surface temperatures 𝑇s,dev are 

minimized with respect to the flow layout using the minimization function. The inlet mass flow 

rate �̇� (Eq. 12) and local heat flux 𝑞loss
′′  at individual element locations (𝑖, 𝑗, Eq. 13) form the 

optimization constraints. The multi-objective optimization of 𝑇s,max, Δ𝑃 and 𝑇s,dev is solved using 

the unique approach described below.  

At each grid element, the flow block can represent any of the thirteen possible types. This 

implies that even a relatively small grid size of 3 x 4 can have up to 1312 possible flow block 

assignments. As seen from Figure 4.2, not all these assignments lead to a meaningful flow path. 
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Figure 4.2 3 x 4 grid element assignments with (a) valid and (b) invalid flow layout designs 

 

  

 This implies that for the layout optimization problem, there is a very low probability of 

finding an optimal flow layout among the large number of possible element assignments making 

the optimization problem difficult to solve. Identifying the fluid blocks using discrete indices fails 

to establish similarities between blocks with the same inlet or outlet directions. For instance, flow 

blocks 1, 5 and 7 all have the flow entering at the west face, but there is no link between the indices 

for the optimizer to identify this similarity. Establishing such connection between similar elements 

would help the optimizer take the design from near-valid to valid. The following approach is used 

to make a connection between elements which have similar flow directions. Each flow block is 

expressed in terms of four continuous variables, forming two pairs of coordinates. Each pair of 

coordinates dictates the direction of the flow as depicted in Figure 4.3, depending on the quadrant 

in which the corresponding point lies in the two-dimensional number line. The two pairs of 

coordinates represent the direction of the flows on the inlet and outlet of the flow block which in 

combination corresponds to one of the thirteen unique types. Even though this approach increases 

the number of design variables for the optimization, it improves the optimization performance by 

making the objective smoother with respect to the design variables. 

(a) (b)
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Figure 4.3 Illustration of design variable manipulation to establish connection between similar flow blocks. 

Identifying outlet flow direction based on a set of coordinates, quadrant I indicates west, quadrant II indicates north, 

quadrant III indicates east and quadrant IV indicates south. 

 

Another challenge for the optimization process is the disconnect between the performance 

metrics for valid and invalid designs. Ideally, an invalid design would have infinitely high values 

of pressure drop and surface temperatures due to the incomplete nature of the flow path, whereas 

the valid design would have finite values. Thus, making a change at one grid element can take the 

design from valid to invalid and vice versa. This implies that the objective function would be 

highly discontinuous with respect to the design variables. To overcome this, partially complete 

designs need to be identified and assigned with high but finite values of the objectives. 

Long continuous chains of the fluid path are identified in terms of a continuity index as 

shown in Figure 4.4. The continuity index is the measure of the number of elements who are the 

logical predecessors of the successor elements. For example, Figure 4.4a represents an element 

with inlet on the same face as that of the outlet face of the predecessor flow block on the left. 

Figure 4.4b presents a counter example. A discontinuity index keeps track of the logically 

discontinuous flow blocks. 

Y

X
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Figure 4.4 Incomplete design penalty metrics (a) continuity index, (b) discontinuity index, (c) converging elements, 

(d) diverging elements, (e) multiple inlets, (f) multiple outlets 

 

For non-splitting flow paths, converging and diverging elements as shown in figures 4.4c 

and 4.4d are not permissible. Therefore, the number of instances of converging and diverging 

elements are recorded as penalty metrics. Similarly, having multiple inlets in the form of flow 

blocks with inlet facing domain edges as shown in figure 4.4e and multiple outlets as shown in 

figure 4.4f is penalized. A total design-based penalty term is calculated as a weighted sum of 

individual penalty metrics discussed above. This total penalty term is used to modify the value of 

the heat transfer coefficients making an indirect impact on the objective function. This approach 

of making the objective a relatively smoother function of the design variables makes the 

optimization problem less challenging for the discrete solvers. The objective gradient is still not a 

continuous function restricting the use of gradient based optimization solvers. Therefore, Genetic 

Algorithm (GA) based optimization is used to solve the layout optimization problem. 

(a) (b)

(c) (d)

(e) (f)
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A Genetic Algorithm (GA) is a type of an evolutionary search algorithm [52]. The GA is 

effective for discrete optimization problems due to its heuristic search method which does not 

depend on gradient calculation [53]. The MATLAB-based ga function was applied for finding the 

optimal discrete design variables. At each iteration of the genetic algorithm, the population or the 

set of design variable vectors consists of the members selected by the following methods. Elite 

members are the design vectors corresponding to the best values of the objective function. 

Crossover members are obtained by combination of the parent designs. This combination can have 

variables corresponding to either of the parent design vectors at all grid locations. The fraction of 

the crossover members in the design vector population is kept at 20% to ensure the higher degree 

of randomness in the optimization required. Mutation members are obtained by randomly changing 

the variables from a parent design vector. A modified mutation function is employed in this work 

which forces the change of only those variables which correspond to a discontinuous flow block 

(as shown in Figure 4.4b). This allows for retaining the long continuous flow paths already 

identified in the optimization process, while trying to correct the discontinuous elements. 

Figure 4.5 shows the results of the layout optimization over six attempts for a 3 x 4 grid size. The 

approach of using multiple runs of the optimizer to improve the probability of finding a global 

optimal solution is commonly employed in optimization. It is also known as a multi-start approach. 

A population size of 1000 design variable vectors was chosen. The optimization was terminated if 

no improvement in the objective value was seen after a 100 iteration. As seen from the results, the 

optimizer is able to identify long connected fluid paths in most cases but can only find a complete 

fluid layout connecting prescribed inlet and outlet locations in a few. The difficulty in finding the 

optimal layout is expected to increase with the number of grid elements, making this method 
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ineffective solution for the layout optimization problem, thus inspiring the search for alternate 

methods. 

 

 

Figure 4.5 Layout optimization results with six runs for a 3 x 4 grid for given inlet (blue arrow) and outlet locations 

(red arrow). Design 4 represents an example of a complete design. 

(1) (2)

(3) (4)

(5) (6)
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CHAPTER 5: GEOMETRY OPTIMIZATION 

 

 Geometry optimization problem focuses on finding the values of internal flow diameters 

for a given flow layout and boundary conditions. The optimization formulation is similar to that 

for the layout optimization presented in equations 11-13 with the design variables changed from 

the flow layout to the diameters. Contrary to the layout optimization, the objectives are continuous 

functions of the design variables as seen from Figure 5.1. To generate these trends of objective 

variation with diameters, the diameters at all grid elements are kept the same. The boundary 

conditions specified in Chapter 2 are used. To achieve proper scaling of the pressure drop 

objective, the logarithmic value of the total pressure drop log (Δ𝑃𝑡𝑜𝑡) is used. This enables the use 

of gradient-based optimization solvers which converge to the local optima faster than the gradient 

free methods like GA. Constrained optimization solver fmincon is used to solve the geometry 

optimization. 

 

Figure 5.1 Objective functions (a) maximum heated surface temperature (𝑻𝒔,𝒎𝒂𝒙) and (b) total pressure drop (𝚫𝑷𝒕𝒐𝒕) 

variation for an (c) exemplary 4x4 flow layout with respect to the internal flow diameters which constitute the design 

variables for the Geometry Optimization problem 

 

(a)

(b)

(c)
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 The thermal and hydraulic objective parameters are competing in nature as expected. As 

the diameters increase, the Darcy friction factor decreases leading to a lower pressure drop. At the 

same time, the heat transfer coefficient decreases with increasing diameters resulting in higher 

temperatures. The competing behavior generates a set of pareto-optimal points for the bi-objective 

optimization. To capture the list of all pareto-optimal points, the pressure drop is constrained by a 

preset value. This value is varied to get a range of pareto optimal designs forming the pareto front 

as shown in Figure 5.2. The insets in the plot show optimal designs for different combinations of 

thermal resistance and pressure drop objectives. 

 

Figure 5.2 Pareto front for bi-objective optimization of maximum surface temperature (𝑻𝐬,𝐦𝐚𝐱) and pressure drop 

(𝚫𝑷𝒕𝒐𝒕) using optimization of geometrical parameters (fluid flow block diameters) for the exemplary 4 x 4 flow 

layout 
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The optimal geometry is expected to vary with the boundary conditions. As mentioned 

earlier, electronics cooling applications can lead to a heterogeneous heat dissipation profile on the 

cold plate surface. This heat dissipation profile is captured by splitting the domain into the coarse 

grid. Each element of the coarse grid can be assigned with a unique heat dissipation. The effect of 

heat dissipation profile on optimal diameters with uniform and concentrated profiles is studied. 

Two heat dissipation cases included uniform and concentrated loss profiles are considered as 

shown in Figure 5.3.  

 

Figure 5.3 Effect of heat dissipation profile on geometry optimization results for the same flow layout with (a) uniform 

heat dissipation profile with 200W per element and (c) concentrated heat dissipation with 800W on four central 

elements and zero loss on corner elements. 

 

For the uniform loss profile, all grid elements were assigned a fixed heat dissipation value 

of 200 W (𝑞” = 50 W/cm2). In the concentrated loss case, the four central grid elements were 

assigned a fixed heat dissipation value of 800 W (𝑞” = 200 W/cm2), with all other elements being 

adiabatic (𝑞” = 0) ensuring that the total heat dissipation in both cases is identical. In the case of 

uniform heat dissipation (Figure 5.3a), the optimal diameter values are nearly equal for all element 

faces, resulting in low pressure drop encountered for the gradual changes in diameters. For the 

Shrink

Expand

800W

0W

(a) (b)
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concentrated heat dissipation profile (Figure 5.3b), the diameter values in the central region where 

heat dissipations are applied are smaller than the uniform heat dissipation case. The smaller 

diameters lead to increased local heat transfer coefficients, and also cause higher pressure drop. 

To counter the elevated pressure drop while maintaining good thermal performance, the optimal 

design selects larger diameter values in the outer regions of the grid near the edges, with the 

resulting total pressure drop being similar for both the uniform and concentrated heat dissipation 

cases. The optimized design improves the maximum surface temperature objective by 4.1% 

relative to the coolant inlet temperature without significant change in the total pressure drop 

compared to the design with identical diameters at all grid elements. 

The geometry optimization uses the flow layout as an input but is not tied to the layout 

optimization routine. Geometry optimization can be used independently of the overall cold plate 

design optimization process if the flow layout is known or inferred from the cold plate design. For 

the example applications of the geometry optimization on the 4 x 4 designs, the optimizer 

converges in a timescale of 30 seconds. The computations were performed on an Inlet(R) Core™ 

i7-10700 CPU @ 2.9GHz computer using serial computing. With the number of grid elements up 

to 50, the geometry optimization is expected to take up to 60 seconds. The low computation times 

of the geometry optimization align well with the goal of achieving rapid design optimization of 

cold plates. 
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CHAPTER 6: DISCUSSION AND FUTURE WORK 

 

A reduced order framework for optimizing thermal-hydraulic performance metrics of the 

single-phase liquid cooled heat sinks such as cold plates and microchannel coolers is proposed in 

this thesis. The overall design optimization is divided into layout optimization and geometry 

optimization subproblems. Layout optimization problem is inherently discrete and is thus solved 

using GA with a custom mutation function. The optimization objective formulation and the design 

variable representation are modified to improve optimization performance. Finding the globally 

optimal layout is not ensured despite these efforts. A multi-start approach is shown to improve the 

probability of finding the optimal design, but multiple runs of the optimization solver result in 

increased computation time making it unsuitable for the rapid design optimization. 

The layout optimization can be revisited as a path search problem on the coarse grid 

dividing the cold plate domain. Heuristic shortest path search algorithms have proven effective for 

applications in robotics [54] and transportation [55]. Implementing a search method finding the 

flow layout with the goal of achieving optimal performance could complement the implementation 

of the discrete optimization algorithm presented in this work. Parallel computing can be employed 

in future work to reduce the computation time compared to the serial computations used. 

Modeling approach used predicts thermal-hydraulic performance on a coarse grid resulting 

in low computational effort. Although the key assumptions made to develop the simplified 

modeling approach can result in lower-fidelity estimation of thermal-hydraulic parameters, 

comparative performance of designs under investigation can be expected to be the same as that 

obtained using high-fidelity simulation methods. This enables the use of reduced order modeling 

for design optimization. Despite the non-optimal prediction fidelity, modeling accuracy can be 



26 

 

further improved with the incorporation of correlations developed for flow and temperature 

parameters using high fidelity CFD simulations. 

This work focuses on designs with non-splitting flow layouts (serial channels). Dedicated 

correlations to differentiate the flow behavior and resulting thermal performance changes in 

elbows as compared to straight blocks are required. Furthermore, additional development is needed 

to establish a performance modeling approach that can include flow branching. In addition, the 

method should be modified to accommodate non-uniform grids to allow local refinement within 

the cold plate geometry. Layout search and geometry optimization methods also need to be 

modified to consider parallel flow architectures.  

Similar to the simple flow blocks used in this work, correlations can be developed for 

blocks including performance enhancing aspects such as internal fins and turbulence inducing 

features. Advanced manufacturing methods including additive manufacturing can make such 

designs realizable [56]–[61]. In the future, it would be interesting to utilize our tool to conduct 

additional case studies for practical cooling applications with differing heat dissipation profiles 

and compare the results with the well-established cooling methods currently used [62]. 

Furthermore, future work is needed to obtain rigorous design optimization performance 

benchmarks against state-of-the-art design methods and design optimization software packages 

(ANSYS, COMSOL) in the context of required computational resources and timescale for 

identification of an optimal solution.  

Two-phase heat sinks for cooling of electronics are a topic of high interest. Flow boiling 

in channel flow offers potential for achieving higher heat flux removal capabilities when compared 

to single-phase liquid flow while also providing isothermal cooling [64]–[66]. The coarse meshing 

approach for performance prediction presented in this work can be translated for heat sinks 
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undergoing two-phase flow without impacting the computational speeds. This can be achieved 

with reliable correlations which are available for predicting macro-scale flow and thermal 

behavior. Reliability of such applications of the tool needs to be validated and improved with the 

help of high-fidelity simulations [66]–[68] and experimental approaches [69]–[71].  

Rapid design optimization creates potential for integration with electro-thermal co-design 

tools already available [45]–[48]. Traditional approaches mainly rely on detailed thermal analysis 

based on numerical methods requiring significant time and computational effort. These approaches 

limit the number of design iterations available for identifying the optimal packaging of electronics. 

These also require a high level of user expertise in setting up the numerical simulations to ensure 

accurate results. The methods demonstrated in this work allow for the rapid design of compact 

electronics packaging systems with high performance cooling solutions. The designs generated 

using this method can also be used as starting points for high fidelity design optimization using 

topology optimization. 
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CHAPTER 7: CONCLUSION 

 

An approach for design of single-phase liquid cooled channel heat sinks can be optimized 

using limited time and computing resources. Our approach combines modeling on a coarse grid 

using existing performance correlations for obtaining pressure drop and temperature profiles, flow 

layout optimization through multiple path searches using randomized populations and gradient-

based optimization for cross-section geometries. Modifications to the design representation in 

terms of optimization variables and objective function for partially complete designs enables 

achieving an optimal solution for the flow layout using GA. Multiple runs of optimization are still 

required to improve the probability of finding the global maximum. The geometry optimization 

problem solves within 60 s for flow diameters for all elements of the coarse grid having up to 50 

flow blocks using gradient based optimizers enabled by continuous variation of the objectives with 

respect to the design variables. The proposed approach can address heterogeneous loss profiles 

commonly seen in electronics packaging. Optimized geometry for a standard four pass cold plate 

design has reduced the peak temperature of the heated surface by 4.1% without significant change 

in the pressure drop.  Proposed design framework can potentially incorporate enhancements such 

as consideration of parallel flow designs, two-phase flows, internal flow features (fins), and non-

uniform grids with minor modifications to the performance modeling approach. The reduced-order 

design optimization presented in this work offers significant benefits in terms of computational 

and temporal requirements when compared to methods using CFD simulations coupled with 

numerical optimization. The rapid solution and low computational requirement of this work enable 

potential design application in electro-thermal co-design for electronics packaging. 
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APPENDIX A: REDUCED MODELING EXAMPLE 

 

 The reduced order modeling approach for estimating the thermal and hydraulic 

performance metrics for internal channel flow cold plates is presented in Chapter 3. Cold plate 

design domain is divided into a coarse grid and fluid blocks are assigned for each grid element as 

shown in Figure 2.1. Thermal performance is mapped in terms of the cold plate surface 

temperature. Coolant pressure drop across the cold plate inlet and outlet ports is used as a metric 

for hydraulic performance. An example of the resulting equations and solution method solving for 

these parameters for a 2 x 2 design shown in Figure A.1. 

 

Figure A.1 2 x 2 design example used for demonstrating modeling approach, blue and red arrow represent coolant 

inlet and outlet locations, vertical and horizontal face indices are shown using green and blue numbers, grid element 

indices shown in blue circles 

 

 The flow variables including the fluid velocity, pressure and fluid temperature at all faces 

are used. Heated surface temperatures in the solid regions are specified at all grid locations. The 

following set of equations are used to calculate the velocity values at all faces. 
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 𝑑7
2𝑣7 = 𝑓(�̇�in) (A1) 

 𝑑8
2𝑣8 = 𝑑7

2𝑣7 (A2) 

 𝑑5
2𝑣5 = 𝑑8

2𝑣8  

 𝑑11
2 𝑣11 = 𝑑5

2𝑣5  

 𝑑10
2 𝑣10 = 𝑑11

2 𝑣11  

 𝑣1 = 0 (A3) 

 𝑣2 = 0  

 𝑣3 = 0  

 𝑣4 = 0  

 𝑣6 = 0  

 𝑣9 = 0  

 𝑣12 = 0  

 

 At face 7, the inlet velocity is calculated in terms of the inlet flow rate �̇�in as shown in 

equation A1. At subsequent faces with flow, the continuity (equation 1) is used to find the 

velocities as shown in equation set A2. Velocities at the faces representing internal and domain 

edge walls are zero as shown in equation set A3. These linear equations can be solved to get the 

velocity values. The following set of equations solve for the pressures at element faces. 

 
𝑝7 − 𝑝8 = 𝐾f

𝑑𝜌f

2𝐿
(𝑣7 + 𝑣8)2 

(A4) 

 
𝑝8 − 𝑝5 = 𝐾f

𝑑𝜌f

2𝐿
(𝑣8 + 𝑣5)2 

 

 
𝑝5 − 𝑝11 = 𝐾f

𝑑𝜌f

2𝐿
(𝑣5 + 𝑣11)2 
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𝑝11 − 𝑝10 = 𝐾f

𝑑𝜌f

2𝐿
(𝑣11 + 𝑣10)2 

 

 𝑝10 = 𝑝out = 0 (A5) 

 𝑝1 = 0 (A6) 

 𝑝2 = 0  

 𝑝3 = 0  

 𝑝4 = 0  

 𝑝6 = 0  

 𝑝9 = 0  

 𝑝12 = 0  

 

 The pressure differences between the active faces (where the fluid is present) are obtained 

in terms of the previously computed velocity values based on the simplified momentum 

conservation (equation 2) as shown in equation set A4. The required friction factor values are 

obtained using equation 3 and 4. Outlet face pressure in equation A5 assumed to be zero to 

represent the free surface boundary condition. For domain edge and internal walls having no flow, 

the pressures are set to zero as shown in equation set A6. These equations are solved to estimate 

the pressures at all element faces. Pressure value at the inlet face is used as the total pressure drop 

value in the optimization objectives. 

 The temperatures of the fluid at all faces and the heated surface at all elements are linked 

as shown in equations 5 and 10 and need to be solved simultaneously. Resulting coupled energy 

equations for the 2 x 2 design are presented below. 

 
𝐶f7,8(𝑇f8 − 𝑇f7) = 𝐶etof7,8(𝑇s,1 −

𝑇f7 + 𝑇f8

2
) 

(A7) 



39 

 

 
𝐶f8,5(𝑇f5 − 𝑇f8) = 𝐶etof8,5(𝑇s,3 −

𝑇f8 + 𝑇f5

2
) 

 

 
𝐶f5,11(𝑇f11 − 𝑇f5) = 𝐶etof5,11(𝑇s,4 −

𝑇f5 + 𝑇f11

2
) 

 

 
𝐶f11,10(𝑇f10 − 𝑇f11) = 𝐶etof11,10(𝑇s,2 −

𝑇f11 + 𝑇f10

2
) 

 

 𝐶etonb(𝑇s,1 − 𝑇s,2) + 𝐶etonb(𝑇s,1 − 𝑇s,3) + 2𝐶etoamb(𝑇s,1 − 𝑇amb)

+ 𝐶f7,8(𝑇f8 − 𝑇f7) = 𝑄1 

(A8) 

 𝐶etonb(𝑇s,3 − 𝑇s,1) + 𝐶etonb(𝑇s,3 − 𝑇𝑠,4) + 2𝐶etoamb(𝑇s,3 − 𝑇amb)

+ 𝐶f8,5(𝑇f5 − 𝑇f8) = 𝑄3 

 

 𝐶etonb(𝑇s,4 − 𝑇s,2) + 𝐶etonb(𝑇s,4 − 𝑇s,3) + 2𝐶etoamb(𝑇s,4 − 𝑇amb)

+ 𝐶f5,11(𝑇f11 − 𝑇f5) = 𝑄4 

 

 𝐶etonb(𝑇s,2 − 𝑇s,3) + 𝐶etonb(𝑇s,2 − 𝑇4) + 2𝐶etoamb(𝑇s,2 − 𝑇amb)

+ 𝐶f11,10(𝑇f10 − 𝑇f11) = 𝑄2 

 

 𝑇f7 = 𝑇f,𝑖𝑛 (A9) 

 𝑇f1 = 0 (A10) 

 𝑇f2 = 0  

 𝑇f3 = 0  

 𝑇f4 = 0  

 𝑇f6 = 0  

 𝑇f9 = 0  

 𝑇f12 = 0  
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 In these equations, 𝑇s is the heated surface temperature and 𝑇f is the fluid temperature. 𝑄 

denotes the heat dissipation applied. Equation set A7 and A8 represent the fluid and solid domain 

energy conservations respectively. Constant fluid inlet temperature condition is used as specified 

in equation A9. Temperatures at domain edge and internal wall faces don’t contribute to the 

conservation equations and are assigned a zero value. By specifying unique value for 𝑄 at each 

grid element, we can express the heterogeneous dissipation profiles. Description of the heat 

transfer capacity values used in solving for temperatures are presented below. 

 
𝐶f = �̇�𝐶p = 𝜌𝐶p𝜋

𝑑in
2 𝑣in + 𝑑out

2 𝑣out

8
 

(A11) 

 
𝐶etof =

1

𝑅h + 𝑅c
=

1

1

ℎ𝜋
𝑑in + 𝑑out

2 𝐿
+

1
𝑆𝑘s

 

 

(A12) 

 𝐶etonb = 𝑘s𝐿 
 

(A13) 

 𝐶etoamb = ℎamb𝐿2 
 

(A14) 

 

 where 𝐶f is the heat capacity of the fluid, 𝐶etof is the heat transfer capacity from fluid to 

the top surface, 𝐶etonb is the heat transfer capacity from solid to its neighboring solid elements and 

𝐶etoamb is the heat transfer capacity from solid to ambient. The heat transfer coefficient in equation 

A12 is obtained using the correlations given in equations 7 – 9. ℎamb is the heat transfer coefficient 

from solid to ambient which is assigned a low value of 5 𝑊/𝑚2𝐾.  

Linear equations A7 - 10 are solved to get the temperature profile on the heated surface. 

Fluid outlet temperature can also be obtained with this method. Along with the pressure drop, the 

maximum and deviations of the surface temperature values form the performance metrics for the 

design and optimization. 


