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Abstract 

For over half a century, the performance of integrated electronics has significantly 

improved by reducing the dimensions of silicon-based logic and memory devices. 

However, as silicon scaling approaches its limits, researchers are investigating new 

materials for transistors, memory, and their three-dimensional (3D) integration on the same 

chip to enable higher density and better energy efficiency. Two-dimensional (2D) 

materials, in particular semiconducting transition metal dichalcogenides (TMDs), have 

demonstrated excellent electrical properties even in atomically thin films. In addition, these 

materials are promising for 3D architectures due to their ability to be integrated with 

various device structures at low temperatures. In this thesis, I will describe various 

experimental techniques to study TMD-based memory and transistors.  

First, I study switching behavior in resistive memory devices based on 

molybdenum ditelluride (MoTe2). I use scanning thermal microscopy (SThM) combined 

with electro-thermal simulations to investigate heating in the devices during operation. The 

SThM measurements, together with electrical measurements and transmission electron 

microscopy imaging, help uncover the switching mechanism in these devices and provide 

the first thermal insights into the operation of such TMD-based resistive memory.  

Next, I demonstrate a simple pulsed voltage measurement technique to reduce 

hysteresis due to charge trapping in current-voltage measurements of MoS2 transistors. I 

compare devices fabricated from exfoliated and synthetic MoS2, with SiO2 and HfO2 gate 

insulators, using both DC and pulsed voltage measurements. The hysteresis is reduced by 

~80% in all devices at modest voltage pulses of ~1 ms applied to the gate of the transistors, 

enabling accurate extractions of threshold voltage and field-effect mobility. 

Finally, I explore the effects of strain on the optical and electrical properties of 

monolayer TMDs. First, photoluminescence measurements of MoTe2 with tensile strain 

reveal narrowing of the optical band gap and indicate reduced exciton-phonon intervalley 

scattering. Next, I apply tensile strain to MoS2 transistors and demonstrate an improvement 

in current and mobility by up to a factor of two. These results suggest that strain might play 

an important role for integrated 2D electronics, as it has for silicon. This work improves 

our understanding of TMD-based devices, which are promising for both logic and memory 

in next-generation electronics.  
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Chapter 1  

 

Introduction 

 

1.1 Moore’s Law and Transistor Scaling 

In the last half-century, miniaturization of the components in integrated circuits has 

dramatically improved electronics. The basic building block of these circuits is the 

transistor, which was first created by William Shockley, John Bardeen, and Walter Brattain 

at Bell Labs in 1947 [1,2], and has evolved greatly since the first demonstration, a 

germanium point-contact transistor. The silicon metal oxide semiconductor field-effect 

transistor (MOSFET) (shown in Figure 1.1a) has been used in integrated circuits since the 

1960s because of silicon’s abundance, stable native oxide, ease of manufacturing, and good 

electrical performance [3]. In 1965, Gordon Moore observed that the number of transistors 

on integrated circuits had doubled approximately every two years and predicted that this 

trend would continue [3,4]. This exponential trend, illustrated in Figure 1.2, is known as 

Moore’s Law and has been a driving force in the semiconductor industry for the last several 

decades. Moore’s Law also translates to a reduction in cost over time and has led to rapid 

improvements in central processing units (CPUs) and memory chips. 

 

Figure 1.1: Schematic of different n-type transistors, including (a) bulk planar field-effect 

transistor (FET), (b) silicon on insulator (SOI) FET, and (c) tri-gate or FinFET. The dotted 

arrows show the direction of electron flow in the channel, from the source to the drain. 
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Miniaturization of transistors, or scaling, has enabled Moore’s Law to continue steadily 

for the last 50 years. From the 1970s to the early 2000s, silicon transistors followed 

classical scaling, also known as Dennard scaling. The device dimensions (length L and 

width W), voltage, current, and capacitance were scaled by 1/k, while the doping 

concentration increased by a factor of k and the power density and electric field remained 

constant [5]. Robert Dennard outlined these principles, which were then adopted by 

industry, in 1974 for scaling of devices to enable improvements in transistor density, 

switching speed, and power dissipation (shown in Figure 1.2). The scaling factor k was 

~1.4 for several decades, which roughly led to a doubling in transistor density every two 

years, nicely following Moore’s Law [6]. 

 

Figure 1.2: Plot of number of transistors per chip, clock frequency of transistors, and power 

dissipation of transistors from 1970 to 2018. Data collected by M. Horowitz, F. Labonte, 

O. Shacham, K. Olukotun, L. Hammond, C. Batten, and K. Rupp 

(https://github.com/karlrupp/microprocessor-trend-data). 

 

However, over time it became increasingly difficult for industry to continue scaling at 

this rate. Scaling the SiO2 gate insulator down to ~1.2 nm resulted in increasing gate 

leakage current via direct tunneling through the insulator [6,7]. Increased doping density 

also caused decreased mobility from scattering and increased source and drain junction 

leakage from band-to-band tunneling [6]. To reduce this parasitic junction capacitance and 

leakage current and improve gate control, some companies moved from bulk planar silicon 

MOSFETs to silicon on insulator (SOI) FETs [7], as shown in Figure 1.1b. Another major 
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(MHz)
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issue was that supply voltage (VDD) scaling could not be maintained because it led to 

reduced threshold voltage (VT) and increased off-state leakage current (and consequently 

standby power) [6,7]. Rather than continuing to scale as 1/k, VDD instead scaled as ϵ/k, as 

suggested in Dennard’s subsequent papers on generalized scaling theory [8,9]. As a result, 

power density in chips increased from the late 1900s until the early 2000s (see Figure 1.2). 

The clock frequency, which had increased steadily from the 1970s, started to plateau in the 

early 2000s to prevent overheating of chips (see Figure 1.2) [10]. Instead of increasing 

clock frequency, industry increased the number of cores in processors to continue 

improving computing speeds [11].  

As classical scaling slowed down due to the issues mentioned above, structural and 

materials innovations were made to continue improvements in performance, during an era 

known as equivalent scaling. In the early 2000s, the technology node became mainly a 

marketing term and no longer corresponded to the minimum feature size of the transistor. 

First introduced in Intel’s 90 nm technology node, strain was applied to the channel of 

MOSFETs to increase drive current and mobility [12-14]. Uniaxial compressive tensile 

strain was applied by selective SiGe deposition in the source-drain regions for PMOS 

transistors, while uniaxial tensile strain was applied through a high stress nitride film 

deposited on top of the NMOS transistors, as shown in Figure 1.3a-b [13,14]. The use of 

strain in Intel’s 90 nm and 65 nm nodes enabled significant performance benefits even 

though the gate oxide did not follow traditional scaling rules due to gate leakage issues 

[15,16]. However, performance improvements due to strain alone were not sufficient—

beginning with Intel’s 45 nm node, a hafnium-based high dielectric constant (high κ) gate 

dielectric replaced silicon dioxide to allow for a thicker dielectric but thinner equivalent 

oxide thickness (EOT = tHfO2×κSiO2/κHfO2) without increasing leakage current [17]. In 

addition, a metal gate replaced polysilicon to eliminate polysilicon depletion and improve 

drive current [16,17] (see Figure 1.3c for a cross-sectional image).  

As transistors continued to scale down, many challenges arose that negatively affected 

the device performance, known as short channel effects (SCE). Channel length modulation, 

drain-induced barrier lower (DIBL), threshold voltage reduction (VT roll-off), and degraded 

subthreshold slope (SS) are examples of SCE that can become more prevalent at short 

channel lengths [18]. These effects occur when the source and drain depletion regions 
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constitute a significant portion of the channel length. To avoid some of these SCE, all 

device dimensions, voltages, and doping levels must be scaled by the same factor to 

maintain constant electric fields [18]. However, in practice this is very difficult because of 

the issues mentioned earlier including higher leakage current at lower VT, defects and 

leakage issues with thin gate oxides, reduced mobility, and more parasitics with increased 

channel doping [18].  

 

Figure 1.3: Transmission electron microscope (TEM) cross-sectional images of (a) a p-

type Si MOSFET under compressive strain via implantation of Si1-xGex in the source and 

drain regions and (b) a n-type Si MOSFET under tensile strain via deposition of a high 

stress film on top of the transistor [13]. (c) TEM cross-sectional image of a Si FET with a 

high-k dielectric and metal gate [17].  

 

The scale length (Λ), which represents the decay length of the electric field lines from 

the source and drain regions into the channel region, is given by Λ = √
𝜀𝑠

𝜀𝑜𝑥
𝑡𝑠𝑡𝑜𝑥 for SOI 

transistors [19]. This equation contains the relative permittivity of the semiconductor and 

oxide (ϵs and ϵox, respectively) and the thicknesses of the semiconductor and oxide (ts and 

tox, respectively). The gate length is typically limited to a few times the scale length to 

minimize SCE [19,20]. To decrease the scale length, the semiconductor and oxide 

thicknesses must be reduced. In addition to SCE, another challenge for short channel 

transistors involves reducing the contact resistance (RC), which is the resistance between 

the source (or drain) contact to the semiconductor channel. As the channel length decreases, 

RC becomes a larger percentage of the total device resistance (𝑅𝑡𝑜𝑡 = 2𝑅𝐶 + 𝑅𝑐ℎ) 

compared to the channel resistance (Rch) and limits the on-state current [21]. 

Industry implemented a new device structure called the “FinFET” or “Tri-Gate 

transistor” in the 22 nm node to reduce SCE by improving electrostatic control, which also 

led to higher drive currents than planar FETs [16,22]. In the FinFET, shown in Figure 1.1c, 
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the channel protrudes from the bulk silicon and the gate surrounds the channel on three 

sides, enabling lateral scaling of the gate length and thus decreased device footprint and 

lower gate capacitance. FinFETs are fully depleted, which allows for steeper subthreshold 

slope and therefore lower leakage current [16,22]. In addition, they require lower channel 

doping, which leads to higher mobility and lower variability [16]. FinFETs have been used 

for the 22 nm, 14 nm, and 10 nm nodes, with reduction in fin height, fin width, and device 

pitch facilitating further scaling and performance improvements. 

 

Figure 1.4: Schematic of a Si FinFET with a high resolution transmission electron 

microscope (TEM) cross-sectional image on the right showing individual silicon atoms. 

The fin width and fin height of a 14 nm node FinFET are illustrated (Source: Intel). 

 

However, state-of-the-art FinFETs are beginning to face fundamental challenges with 

the Si channel. Figure 1.4 shows a transmission electron microscope (TEM) image of a 14 

nm node Intel FinFET, with ~40 Si atoms visible along the width of the fin. Scaling of the 

fin width cannot continue indefinitely since it is approaching the atomic limit. Additionally, 

as the thickness of silicon decreases, it suffers from issues such as thickness variation and 

interface roughness [23-25]. These issues can lead to VT shift and mobility degradation due 

to scattering [23-25], which will be discussed later in this chapter. In future technology 

nodes, multi-gate transistors such as gate-all-around (GAA) nanowire or nanosheet 

transistors, similar to those shown in the schematic and TEM images in Figure 1.5a-b, will 

likely be implemented to allow for even better electrostatic control of the channel 

[16,20,26]. However, these transistors will still face challenges related to surface roughness 

and mobility degradation of ultrathin silicon.  
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One solution which will be explored in this thesis is to replace silicon with a novel 

channel material that will not suffer from these issues, even at the atomically thin limit. 

These materials, known as two-dimensional (2D) materials, are very promising and are 

being investigated for device applications in both academia and industry. However, aside 

from issues facing transistors for improved logic, there are other challenges at the 

architecture level that are inhibiting computing performance, including a performance gap 

between logic and memory. To address challenges related to improving architecture as well 

as increasing transistor density, three-dimensional (3D) heterogeneous integration of logic 

and memory will be discussed in the next section as a promising method to continue 

improving computing performance. 

 

Figure 1.5: (a) Schematic of a n-type Si gate-all-around (GAA) transistor. The dotted arrow 

shows the direction of electron flow in the channel. (b) Cross-sectional TEM of a stacked 

nanosheet GAA transistor (Source: IBM). 

 

1.2 Three-Dimensional (3D) Heterogeneous Integration of Logic and 

Memory 

Computers currently use the von Neumann architecture, in which the central processing 

unit (CPU) and main memory are located on separate computer chips, as displayed in 

Figure 1.6a. The CPU includes the arithmetic logic unit (ALU), control units, registers, and 

cache memory for data that is frequently accessed, but the main and secondary memory are 

located off-chip [27]. The different types of memory form a hierarchy that have a tradeoff 

between access time and cost (see Figure 1.6b) [27,28]. The cache is typically made of 

static random access memory (SRAM), which is the fastest and most expensive memory. 

DRAM is used in the main memory and is also quite fast and expensive. SRAM and DRAM 

are volatile, meaning that they lose their information when the power is removed from the 
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cells. Secondary storage consists of Flash memory (either NAND or NOR) or hard disk 

drives (HDD) which are non-volatile, i.e. they keep their information when power is 

removed. Flash memory and HDD are much slower and cheaper than DRAM and SRAM.  

Over time, the performance of processors has improved considerably in terms of speed 

and bandwidth as the technology has advanced and the number of cores has increased [27]. 

On the other hand, DRAM has not improved at the same rate and has much lower 

bandwidth and higher latency than processors, leading to an increasing performance gap 

between memory and processors over time [27]. Limited bus connections between the CPU 

and main memory also lead to delays in memory accesses for the processor. These issues 

have caused the so-called “memory wall,” which refers to the issue of memory limiting 

processing performance [29-31]. Significant time and energy are wasted in accessing 

memory off-chip, rather than only in performing the computation [32]. 

 

Figure 1.6: (a) Block diagram of von Neumann computer architecture. (b) Plot showing 

access time vs. cost of hard disk drives (HDD), NAND flash, dynamic random access 

memory (DRAM), and static random access memory (SRAM). An emerging class of 

memory called storage-class memory is also illustrated in the gap between storage and 

memory (adapted from [28]). 

 

Researchers have developed ways to improve cache memory and DRAM speeds, but 

they are not sufficient to keep up with the need for accessing large amounts of data in the 

age of big data and artificial intelligence. One way to reduce the time and energy used by 

the processor to access data from memory is to integrate logic and memory onto the same 

chip. Many researchers have proposed three-dimensional (3D) heterogeneous integration 

of logic and memory by stacking alternating layers and using dense connections between 

them, as shown in Figure 1.7 [6,10,29,30,32]. However, microprocessors and memory used 
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in technology today may be difficult to integrate together on such a 3D chip because they 

are fabricated using different technologies [10,29,33]. In addition, silicon processing 

temperatures can exceed 1000 °C, and such temperatures used to fabricate devices on upper 

levels of a chip could damage underlying devices, Cu interconnects, and interlayer 

dielectrics. Consequently, researchers are studying new types of memory, known as 

emerging memory technologies, that can be fabricated on the same chip as 

microprocessors. Novel materials that can be integrated onto such chips at lower 

temperatures must be investigated for both transistors and memory. Two-dimensional 

materials are promising candidates for devices on these 3D chips and will be discussed in 

detail in Section 1.4. 

 

Figure 1.7: Schematic showing three-dimensional (3D) integration of logic and memory 

on the same chip, with dense connections between the layers. 

 

1.3 Emerging Memory Technologies 

As mentioned earlier, memory used in computers is either fast, expensive, and volatile 

(as in the case of memory like DRAM and SRAM) or slow, cheap, and non-volatile (as in 

the case of storage like HDD and Flash). There is a gap between these two categories of 

“memory” and “storage,” and researchers are exploring new technologies that can fill this 

gap—known as “storage class memory” [28,34]. Non-volatility and high density are two 

main desired attributes for these technologies. Many candidates for storage class memory 

have emerged over the years, including spin transfer torque magnetic random access 

memory (STT-MRAM), phase change memory (PCM), resistive random access memory 

(RRAM), and conductive bridge random access memory (CBRAM). 
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STT-MRAM consists of an insulating material (tunnel barrier) sandwiched between 

two ferromagnetic layers, one that has a fixed magnetization (the reference layer) and one 

that has variable magnetization (the free layer) [34,35], as illustrated in Figure 1.8a. A 

current is used to switch the magnetization of the device between the high resistance state 

(HRS) and low resistance state (LRS) via the spin transfer torque effect, depending on 

whether the magnetization between the two layers is misaligned or aligned, respectively 

[34,35]. STT-MRAM has relatively low write energy, high speed, and high endurance but 

suffers from a low resistance ratio between the HRS and LRS [33-35]. 

 

Figure 1.8: Schematic cross-sections of (a) spin transfer torque magnetic random access 

memory (STT-MRAM), (b) phase change memory (PCM), (c) resistive random access 

memory (RRAM), and (d) conductive bridge random access memory (CBRAM) (adapted 

from [33]). 

 

A PCM cell includes a phase change material (typically germanium antimony telluride, 

or Ge2Sb2Te5) between two electrodes, as depicted in Figure 1.8b. In PCM, the resistance 

of the phase change material switches between the HRS and LRS as the device transitions 

between amorphous and crystalline states, respectively [28,33,34]. An annealing step with 

a long voltage pulse heats the device above its crystallization temperature and “sets” the 

device to the LRS, while a melt-quench step with a short voltage pulse heats the device 

above the melting temperature and quenches it quickly, causing it to “reset” back to the 

HRS [28,33,34]. The back electrode is often confined in a “mushroom” cell configuration 

to heat (and thus switch) only a small region of the GST (see Figure 1.8b). PCM has a good 

HRS/LRS resistance ratio, high device density, and high speed, but requires a relatively 

large reset current because the device is switched via Joule heating [28,34]. 

RRAM and CBRAM both consist of insulating layers between two electrodes, as 

shown in Figure 1.8c-d. In RRAM, the insulating layer is typically a metal oxide like HfO2 
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or Al2O3 and the electrodes are inert metals. In RRAM, under a high enough electric field, 

oxygen ions migrate between the electrodes and the oxygen vacancies form a conductive 

filament, in a process called “forming,” which switches the device to the LRS [33,34,36]. 

The conductive filament can be broken and re-formed to switch the device between the 

HRS and LRS, respectively, by using an electric field of suitable polarity. For unipolar 

RRAM, the polarity of the electric field does not matter, but for bipolar RRAM the bias 

needed for breaking and re-forming the filament must be of opposite polarity. These 

processes are called the RESET and SET steps.  

In CBRAM, the insulating layer is typically a solid electrolyte, one of the electrodes is 

an active metal like silver or copper, and the other electrode is an inert metal [33,34,36,37]. 

The active electrode oxidizes into metal ions, which then migrate under an electric field 

and form a conductive filament during “forming” [33,34,37]. The filament can similarly 

be broken and re-formed between the HRS and LRS with different polarity electric fields. 

RRAM and CBRAM have good endurance and speed, but one of the challenges they face 

is variability because the resistance as well as the number, size, and location of filaments 

can vary between cycles [33,34,36,37]. It is difficult to determine the number and location 

of filaments within a device without using a destructive method such as transmission 

electron microscopy (TEM). A technique called scanning thermal microscopy (SThM) will 

be discussed in Chapter 2 which can be used to determine size, location, and surface 

temperature of devices in steady state and during switching. 

These emerging memory technologies, unlike traditional memory, have the advantage 

of being fabricated at low temperatures, allowing them to be monolithically integrated in a 

3D chip [33]. They also consist of relatively thin layers that can be stacked on the chip 

without occupying a large volume. Thus, layers of logic and memory can be fabricated on 

the same chip with dense interlayer connections, facilitating fast movement of data between 

them. Such a 3D chip with layers of logic and memory will lead to much more compact 

and energy efficient computing. As mentioned earlier, 2D materials are very interesting for 

both transistors and memory due to their atomically thin nature and unique properties. The 

following section will focus on basic properties of 2D materials as well as their use in 

transistors, memory, and other devices. 
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1.4 Two-Dimensional (2D) Materials 

Two-dimensional materials are layered materials with covalent bonds in plane and 

weak van der Waals forces out of plane. As illustrated in Figure 1.9, graphene, hexagonal 

boron nitride (h-BN), black phosphorus (BP), and transition metal dichalcogenides 

(TMDs) are some examples of 2D materials that span the spectrum from semi-metals to 

semiconductors to insulators with varying electrical, thermal, mechanical, and optical 

properties. Due to the inherent layered nature of these materials, their surfaces and 

interfaces are pristine and free from dangling bonds, unlike bulk materials like Si and Ge 

[38]. Graphene, arguably the most well-known and studied 2D material, is a single layer 

of graphite and was first isolated and electrically tested by Kostya Novosolov and Andre 

Geim in 2004 [39]. A semi-metal with zero band gap, graphene consists of a hexagonal 

sheet of carbon atoms and has high electrical and in-plane thermal conductivity and high 

mobility. However, due its lack of band gap, graphene transistors have a very low current 

on/off ratio (the ratio between the current in the on and off state of the transistor) of ~10 at 

room temperature, making them unattractive for digital electronic applications. However, 

after graphene became well-known, researchers began studying other 2D materials, and 

now over 1000 layered 2D materials have been theoretically predicted [40].  

 

Figure 1.9: Schematic of various two-dimensional materials with different band gaps 

(adapted from [41]). 

 

h-BN is a 2D insulator with band gap greater than 5 eV. It has a hexagonal structure 

like that of graphene and similarly has high thermal conductivity [42]. h-BN has gained 

attention for use as gate dielectrics, air stable encapsulation layers for other 2D materials, 
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heat spreading layers, and switching layers in RRAM [42-46]. BP is a 2D semiconductor 

with a puckered honeycomb structure and has band gaps ranging from 0.3-2 eV [47], 

depending on the layer thickness. It has higher mobility than many of the semiconducting 

2D materials, making it useful for transistors and other device applications. However, BP 

is extremely air sensitive and must be encapsulated or handled in a glove box, limiting its 

widespread use in practical devices [48].  

TMDs, another widely studied class of 2D materials, consist of transition metal atoms 

covalently bonded to chalcogen atoms (S, Se, and Te). The general formula is MX2, where 

M is the transition metal and X is the chalcogen. The layered structure of the TMDs is 

illustrated in Figure 1.9, with the layer thickness typically around ~6-7 Å [49]. The most 

studied TMDs are the Mo- and W-based dichalcogenides in Group VI, and in particular 

molybdenum disulfide (MoS2) has received the most attention because of its stability, 

mature growth, and good performance n-type transistors [50-56]. TMDs can exist in 

different phases, including the 2H or 3R semiconducting phases or the 1T or 1T’ semi-

metallic phases, where the 1T’ phase is a distorted version of the 1T phase [57,58]. The H, 

R, and T refer to hexagonal, rhomboidal, and tetragonal symmetry, as shown in Figure 

1.10. Most group VI TMDs naturally exist in the semiconducting 2H phase, except for 

WTe2 which exists in the 1T’ semi-metallic phase [57,58]. MoTe2 has the lowest energy 

phase boundary between the 2H and 1T’ phases, and studies have predicted that strain, 

gating, and temperature can induce a phase change between the 2H and 1T’ phases [58-

60]. 

 

Figure 1.10: Different phases of the TMDs. The 1T and 1T’ phases are semi-metallic, and 

the 2H and 3R phases are semiconducting (adapted from [57]). 
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The hexagonal Brillouin zone and electronic band structure of monolayer (1L) and bulk 

MoS2 are shown in Figure 1.11. 1L TMDs have optical band gaps between 1-2 eV [53,61-

63] and electronic band gaps between 1.3-2.5 eV, depending on the material, while 

multilayer TMDs have smaller band gaps [64-69]. The notable difference between the 

optical and electronic band gaps stems from the large binding energies of excitons (or 

bound electron-hole pairs) in 2D materials due to strong Coulomb interactions between 

electrons and holes [70]. Multilayered TMDs have indirect optical band gaps, while 1L 

TMDs have direct optical band gaps, making them interesting for optoelectronics. 

 

Figure 1.11: (a) Hexagonal Brillouin zone of 2H TMDs. Band structures of (b) 1L MoS2 

and (c) bulk MoS2, calculated by density functional theory (DFT) (adapted from [71]). 

 

TMDs can be grown using both top-down and bottom-up methods, including chemical 

vapor transport (CVT) [72], solid-source chemical vapor deposition (CVD) [53], or metal 

organic chemical vapor deposition (MOCVD) [73,74]. In CVT, stoichiometric MX2 

powder is placed in a quartz ampoule, vacuum sealed, and heated to ~800 °C. Iodine is 

typically used as the transport agent, and a temperature gradient of ~100 °C is maintained 

across the tube. After about two weeks, the growth yields bulk crystals which can then be 

exfoliated into thin layers using tape, either Scotch tape or low-residue thermal release tape 

(Nitto Denko RevAlpha series). Pieces of the bulk crystal are placed on the tape, which is 

gently pressed into a substrate, typically SiO2/Si or PDMS, and then slowly peeled away. 

The exfoliation process results in a random distribution of flakes of different sizes and 

thicknesses. A weak O2 plasma on the substrate before exfoliation can be used to make the 

surface hydrophilic and promote adhesion of thinner flakes. A microscope with an 
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objective of 50x-100x is then required to search for desired flakes. Figure 1.12a shows a 

picture of Scotch tape with bulk crystals of MoTe2, and Figure 1.12b-c shows optical 

images of 1L and few-layer MoTe2. 

 

Figure 1.12: (a) Picture of bulk MoTe2 crystals on a piece of Scotch tape. (b) 1L and (c) 

few-layer MoTe2 exfoliated from the bulk crystals in (a). 

 

In solid-source CVD, solid chalcogen (such as S or Se) and transition metal oxide (such 

as MoO3 or WO3) precursors are placed in a tube furnace (shown in Figure 1.13a). The 

substrate is treated with perylene-3,4,9,10 tetracarboxylic acid tetrapotassium salt (PTAS) 

as a seeding layer, and the furnace is held at atmospheric pressure and heated to 700 °C-

850 °C to promote lateral epitaxial growth [53]. The growth conditions can be tailored to 

produce either continuous films or discrete triangles. Figure 1.13b-c shows an example of 

discrete triangles near the edge of the chip and a continuous film of 1L MoS2 near the 

center of the chip. The films are mainly 1L with some bilayer (2L) islands in the center of 

the grains, which are hundreds of microns in size [53]. However, the 2L regions on the 1L 

films do not noticeably affect the electrical properties of devices [56]. TMDs can be grown 

on a variety of substrates, including quartz and various oxides like SiO2, Al2O3, and HfO2 

on Si. One of the challenges with CVD growth of 2D materials is control and uniformity 

of growth over the entire sample. In addition, the temperature required for CVD growth 

must be lowered for these materials to be compatible with certain applications with low 

thermal budgets such as back-end-of-the-line (BEOL) transistors [32]. 

MOCVD uses gaseous precursors, allowing for more control over the growth than in 

solid-source CVD, and demonstrations of growth on a 4-inch wafer have been reported 

[74]. In addition, MOCVD can be performed at lower temperatures than solid-source CVD, 

[74] making this growth method promising for BEOL transistors. However, the MOCVD 

process is harder to implement and yields smaller grain sizes than CVD, leading to a trade-

5 µm5 µm
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off between well-controlled growth and good electrical performance of devices. In this 

thesis, only CVD-grown 1L films and thin layers exfoliated from CVT-grown bulk crystals 

are used in our devices. 

 

Figure 1.13: (a) Schematic of chemical vapor deposition (CVD) furnace used to grow 1L 

MoS2. Optical image of (b) discrete triangles of 1L MoS2 at the edge of the sample and (c) 

a continuous film of 1L MoS2 near the center of the sample. 

 

After either exfoliating TMD flakes from a bulk crystal onto a substrate or growing 1L 

films using CVD, the material can subsequently be transferred to another substrate or 

device structure, if needed. Transferring exfoliated flakes involves a dry transfer process 

using a polydimethylsiloxane (PDMS) stamp with precise alignment of flakes onto desired 

substrates, and will be discussed in detail in Chapters 2 and 4. 1L CVD-grown TMD films 

can be transferred using a polymer-assisted process, which will be discussed further in 

Chapter 5. The ability to transfer films of these materials to arbitrary substrates is useful 

for many device and materials applications such as 3D integration of logic and memory, as 

discussed in Chapter 1.4. 

Raman and photoluminescence (PL) spectroscopy are optical techniques often used to 

characterize TMDs. The Raman set-up includes a monochromatic laser in the visible or 

infrared region of the electromagnetic spectrum to probe the vibrational modes of the 

material that are Raman-active. Most of the light incident on the material scatters 

elastically, but some amount of light scatters inelastically, and the Raman system measures 

this shift in energy arising from the vibrational (phonon) frequencies [75]. Raman can be 
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used to differentiate between materials and can give estimates of the amount of strain and 

doping in the material. Figure 1.14a-b shows the phonon dispersion of 1L MoS2 [75] and 

a Raman spectrum of 1L MoS2 measured with a 532 nm laser. The primary Raman-active 

modes for 1L MoS2 are the E’ and A1’ modes, which are known as E2g and A1g in the bulk, 

respectively [75]. As discussed in Chapter 5, the E’ mode is sensitive to in-plane strain 

while the A1’ peak is sensitive to doping [75], so these measurements can provide much 

useful information about the material. 

PL spectroscopy is another common technique to study 1L TMDs, because they are 

direct band gap materials and have very strong PL signals. Thus, PL is useful for 

distinguishing between 1L and thicker samples, which have much weaker PL response. PL 

also involves a monochromatic laser whose energy must be larger than the optical band 

gap of the material to excite electrons from the valence band to the conduction band. Figure 

1.14c shows a typical PL spectrum of 1L MoS2 measured with a 532 nm laser, with the 

main peak at ~1.8 eV arising from the direct band gap transition at the K-point (see Figure 

1.11b), known as the A exciton [49,76]. The weaker peak at ~2 eV is due to a higher energy 

transition at the K-point, known as the B exciton, which results from spin-orbit band 

splitting in the valence band [49,76]. PL peaks, like Raman peaks, are also sensitive to 

strain and doping, making PL spectroscopy another valuable technique for characterization 

of TMDs [77-80]. 

 

Figure 1.14: (a) Calculated phonon dispersion of 1L MoS2 [75]. (b) Raman and (c) 

photoluminescence spectra of 1L MoS2, both measured with a 532 nm laser. 

 

The moderate band gaps, sub-1 nm thickness, and pristine interfaces of 1L group VI 

TMDs make them ideal for scaled transistors. 1L TMD transistors are expected to have 

better immunity to short channel effects based on scale length theory because of better 
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electrostatic control at ultrathin channel thicknesses [19,20]. Many experimental studies 

have demonstrated current-voltage (I-V) characteristics of TMD-based transistors with 

carrier mobilities in the range of 10-100 cm2/V/s, depending on the material, 

semiconductor thickness, and carrier density [38,51,56,81,82]. These materials have 

reasonable mobilities even in the atomically thin limit, unlike bulk materials. Figure 1.15 

shows significant degradation in mobility for SOI and germanium on insulator (GOI) 

transistors  below channel thicknesses of ~3 nm, in part due to surface roughness effects 

[23-25,83], while TMDs maintain mobilities around 10-100 cm2V-1s-1 and graphene has 

even higher mobility for a sub-1 nm film. Nevertheless, researchers in this field are 

investigating ways to improve mobility, including by channel doping [84-86] and by 

applying strain [87-89], which is a major focus of this thesis and will be discussed in 

Chapters 4-5. Even if the mobility can be improved, however, extracting an accurate value 

for mobility can be difficult due to hysteresis in the I-V characteristics resulting from 

charge trapping in the device. A simple method involving pulsed electrical measurements 

to reduce hysteresis and extract the “true” mobility of MoS2 transistors will be introduced 

in Chapter 3.  

 

Figure 1.15: Experimental mobility (μFE) vs. channel thickness (tch) for various 2D 

materials, silicon on insulator (SOI), and germanium on insulator (GOI), with all channels 

in contact with SiO2 and measured at room temperature (adapted from [51]). Filled symbols 

refer to electron mobility and hollow symbols refer to hole mobility. Different symbols 

refer to different studies. 
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TMD transistors have also achieved high on-state currents and low off-state currents. 

On-state currents greater than 500 μA/μm have been measured for double-gate short-

channel MoS2 transistors [90] and by using channel doping techniques which utilize charge 

transfer from sub-stoichiometric oxides [54,84]. Due to the relatively large band gaps and 

effective mass (m* ~ 0.45me for 1L MoS2 [91]) of 1L TMDs, transistors based on these 

materials have achieved off-state currents below 1 fA/μm [90,92,93], which is much lower 

than those of Si FETs [92]. Low off-state currents are promising for low-power devices or 

for access transistors in DRAM because they enable reduced power consumption 

[90,92,93].  

Low semiconductor-to-metal contact resistance (RC) is necessary to achieve efficient 

current injection from the metal to the semiconductor, and this has been a major challenge 

for 2D semiconductors. Many research efforts on reducing contact resistance have led to 

contact resistance less than 1 kΩ⋅μm using ultra-high vacuum (UHV) metal contact 

deposition [51,55], doping of the 2D semiconductor [54,84], or phase changing the 

semiconductor to a semi-metal underneath the contacts [94]. However, further reduction in 

contact resistance is necessary for high performance devices and continues to be an active 

area of research within the field of TMD electronics. 

In addition to transistors, 2D materials have recently been researched for memory, 

including as heat confinement layers in PCM [95,96] or as switching layers in RRAM 

[44,97-101]. The low out-of-plane thermal conductivity of many 2D materials allows them 

to act as effective thermal insulation [102], resulting in lower switching currents in PCM 

[95,96]. Using ultrathin TMDs rather than conventional bulk metal oxides for RRAM could 

enable lower switching voltages while maintaining high on/off resistance ratios [98]. 2D 

materials are also promising for 3D RRAM, due to their atomically thin nature, permitting 

ultrathin and scaled devices with relatively easy stacking of layers. They also have the 

capability to be integrated into such 3D RRAM at low temperatures, as discussed earlier. 

Resistive memory based on 2D materials will be demonstrated in Chapter 2. 

Apart from conventional electronics on rigid substrates, TMDs have also gained 

interest for flexible electronics applications such as flexible sensors, displays, and wearable 

devices. They are encouraging for these applications due to their good electrical 

performance, atomically thin nature, flexibility, and ability to withstand large amounts of 
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strain. TMDs like MoS2 have been shown to withstand up to ~11% strain [103], whereas 

bulk materials like Si can only withstand up to ~1.5% strain before rupture [104]. Organic 

molecules, amorphous oxides and semiconductors, and semiconducting polymers have 

been used for flexible electronic devices, but they often suffer from low mobility and drive 

current [105]. Experimental studies have demonstrated that TMDs are piezoresistive, 

which means that their resistance changes with strain, making them useful for strain 

sensing applications [89,106-110]. TMDs for strain sensing applications will be explored 

in Chapter 5. 

Many applications, including transistors, memory, and flexible electronics, for TMDs 

have thus far been discussed. However, these materials are still relatively new to the field 

of nanoelectronics and are still in the research phase. Many aspects of the fundamental 

properties and physics need to be further explored, and device characteristics such as drive 

current, mobility, and contact resistance for transistors need to be improved. In addition, 

TMDs for memory have been demonstrated, but the switching mechanism is still not well 

understood. In this thesis, we perform many characterization techniques to improve our 

understanding of TMD-based devices. We perform electrical measurements, including 

pulsed and temperature-dependent measurements, to extract important electrical properties 

like threshold voltage and mobility of transistors and switching voltages of memory. We 

use thermal measurements and modeling of memory to study heating of devices during 

operation. Optical measurements like Raman and photoluminescence spectroscopy shed 

light on vibrational, optical, and electrical properties and provide insight into the phonon 

dispersion and band structure of TMDs. We also perform strain-dependent measurements 

to tune the properties of materials and devices. 

 

1.5 Thesis Organization 

This work primarily focuses on characterization of TMD-based devices using many 

different experimental techniques. Chapter 1 of this thesis provided a brief history of 

semiconductor device scaling, a discussion of three-dimensional integration of logic and 

memory, and an introduction to 2D materials, including their use in transistors, memory, 

and flexible electronics applications. In Chapter 2, we demonstrate resistive memory based 

on molybdenum ditelluride (MoTe2) with gold electrodes. We show bipolar switching of 
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devices with different thicknesses and electrode areas. Scanning thermal microscopy 

(SThM), an atomic force microscope technique used to investigate heating in the devices 

during operation, reveals evidence of localized switching at conductive “plugs” formed 

during switching. We compare our experimental data to electro-thermal simulations to gain 

insight into the size and temperature of the switching regions. Transmission electron 

microscopy (TEM) images indicate that the switching results in Au migration between 

electrodes, which is a thermally-activated process. However, the initial “forming” 

mechanism may be caused by defect generation or Te migration within the MoTe2. 

Chapter 3 introduces a simple pulsed measurement technique to reduce hysteresis due 

to charge trapping in current-voltage measurements of MoS2 transistors, facilitating more 

accurate characterization. We study hysteresis and charge trapping in both exfoliated and 

CVD-grown MoS2 transistors with SiO2 and HfO2 gate insulators, using DC and pulsed 

voltage measurements at different temperatures. We demonstrate a reduction in hysteresis 

by ~80% with ~1 ms pulse widths in all devices, and applying shorter pulse widths (~1 μs) 

eliminates up to 99% of hysteresis for some devices. Our technique enables unique values 

of field-effect mobility (μFE) and threshold voltage (VT), regardless of voltage sweep 

direction. We also use a tunneling front model to estimate the depths of charge traps in our 

gate dielectrics. 

In Chapter 4, we study ultrathin Mo0.91W0.09Te2, a semiconducting alloy of MoTe2, via 

Raman, photoluminescence (PL), and absorption spectroscopy measurements. We find that 

Mo0.91W0.09Te2 has similar optical spectra to MoTe2 with shifts in some of the peaks due 

to the addition of W atoms. We apply tensile strain for the first time to 1L MoTe2 and 1L 

Mo0.91W0.09Te2 to tune the band structures of these materials, and we find that their optical 

band gaps decrease by ~70 meV at ~2.3% tensile strain. As the strain increases, the 

linewidths of the PL and absorption peaks decrease, which we attribute to decreased 

exciton-phonon intervalley scattering.  

The strain-dependent measurements from Chapter 4 motivated us to study electrical 

measurements of 2D materials with strain, because weaker intervalley scattering of 

electrons and phonons can lead to higher carrier mobility. Thus, Chapter 5 focuses on 

optical and electrical measurements of MoS2 with strain. Raman and PL spectroscopy are 

used to confirm the amount of strain applied to the MoS2 and measure the decrease in the 
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optical band gap. We demonstrate an improvement in drive current and field-effect 

mobility of MoS2 transistors using uniaxial tensile strain. The electrical properties 

continuously improve with increasing levels of strain, and the devices return to their initial 

state upon release of strain. We also show a gate voltage-dependent gauge factor up to 

~200 for 1L MoS2, which is among the highest values reported for 1L MoS2 devices. These 

results demonstrate the importance of strain engineering for 2D materials and suggest that 

these materials are useful for applications in strain sensing. 

Chapter 6 summarizes the conclusions of this work and proposes future directions for 

the work presented in this thesis. We also provide an outlook on 2D materials for various 

device applications and conclude that these materials are very promising candidates for 

scaled electronic devices. 



 
This chapter was adapted, with permission, from I. M. Datye, M. Muñoz Rojo, E. Yalon, S. Deshmukh, M. 

J. Mleczko, E. Pop, "Localized Heating and Switching in MoTe2-Based Resistive Memory Devices," Nano 

Letters, vol. 20, pp. 1461-1467, 2020. Copyright 2020 American Chemical Society. 
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Chapter 2  

 

MoTe2-Based Resistive Memory 

 

2.1 Introduction 

Two-dimensional (2D) materials have gained much interest in the last decade for scaled 

electronics, with most studies focusing on transistors based on these materials. More 

recently, they have been incorporated into memory devices [111], either as heat 

confinement layers in phase change memory (PCM) [95,96], or as switching layers in 

resistive memory devices [44,97-101]. These materials are promising for 3D integration of 

memory with logic, due to their atomically thin nature and ability to be integrated with 

other substrates or devices at low temperatures.  

Transition metal dichalcogenides (TMDs) have also been suggested for phase 

engineering applications because many Group VI TMDs can exist in both semiconducting 

and metallic phases [49,58]. Molybdenum ditelluride (MoTe2) is particularly interesting 

for these applications because it was predicted to have the lowest-energy phase boundary 

between the semiconducting and metallic phases [58]. While some studies have 

demonstrated switching in TMD-based memory, the switching mechanism remains unclear 

and could result from a localized semiconductor-to-metallic phase change, ion migration 

causing (reversible) conductive regions, or interactions with the electrodes 

[97,98,100,101]. 

The switching mechanism can either be thermal in nature like in PCM or have a 

thermally-activated component like in resistive random access memory (RRAM), yet such 

aspects have not been investigated to date in TMD-based memory devices. Understanding 

the switching mechanism and role of temperature is particularly important for 3D memory 

chips because high temperatures reached during operation in one memory cell can 
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significantly change the temperature and thus the performance of a neighboring cell, known 

as thermal crosstalk [112]. In addition, resistive memories such as RRAM and CBRAM 

have gained much interest as emerging non-volatile memories but face issues with 

variability due to the random nature of filament formation. Techniques to study the location 

and heating of individual filaments in devices are often destructive or unreliable [113-115], 

so new techniques are needed to better understand these emerging memories.  

In this work, we use scanning thermal microscopy (SThM) to examine the thermal 

origins of switching behavior in MoTe2-based resistive memory devices with varying 

MoTe2 thickness and electrode area [116]. We obtain spatial temperature maps of these 

devices under electrical bias and find evidence of localized heating due to conductive plugs 

which form during switching. Because the SThM measurements only probe the 

temperature at the surface of the devices, we correlate our measurements to electro-thermal 

simulations to obtain insight into the size and temperature of the conductive region within 

the MoTe2. We also perform cross-sectional transmission electron microscopy (TEM) of 

memory devices after switching and find that the conductive plugs likely result from 

contact metal (here Au) migration between the top and bottom electrodes. However, 

control experiments on MoTe2 devices with graphite electrodes also show forming, 

suggesting this is initially triggered by Te or defect migration, rather than only by Au 

conductive bridge formation.  

 

2.2 Sample Preparation 

2.2.1 Device Fabrication 

First, MoTe2 is grown by chemical vapor transport (CVT), which yields bulk crystals 

[72,117]. MoTe2 powder (ESPI Metals MoTe2, 99.9%) is sealed in a quartz ampoule with 

iodine flux (Alfa Aesar, 99.99+%) at 5 mg/cm3. The temperature of the central hot zone of 

the tube is maintained at 800 °C with a 100 °C thermal gradient during 14 days of growth. 

We then exfoliate thin layers (~10-55 nm thick) of MoTe2 onto SiO2/Si substrates. 

Figure 2.1a shows a side-view schematic of our MoTe2 devices, depicting the layered 

MoTe2 between Au electrodes. The Au bottom electrode (BE) is patterned by electron 

beam (e-beam) lithography and deposited by e-beam evaporation with a thickness of 45 

nm. After exfoliation, the MoTe2 is transferred onto the Au BEs by a transfer process 
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described in Section 2.2.2. E-beam evaporated SiO2 (~65 nm) is deposited on top of the 

MoTe2 to electrically isolate the bottom and top electrodes. The top electrode (TE) is 

patterned and deposited the same way as the BE and has a thickness of ~80 nm. Finally, 

we deposit ~10 nm Al2O3 by atomic layer deposition (ALD) as a protective capping layer 

[118] above the TE, as shown in Figure 2.1a. The exfoliation, transfer, metal lift-off, and 

ALD steps are all performed in a N2 glove box with <3 ppm O2 and <1 ppm H2O to prevent 

surface oxidation of the MoTe2. Figure 2.1b displays optical images of two MoTe2 devices 

(Device 1 and Device 2). Device 1 has Au TE area of 4.5 × 4.5 μm2 and MoTe2 thickness 

tMoTe2 ~ 30 nm, while Device 2 has Au TE area of 0.7 × 0.4 μm2 and tMoTe2 ~ 55 nm. 

 

Figure 2.1: (a) Side-view schematic of MoTe
2
 devices with a SiO2 isolation layer between 

the Au top and bottom electrodes, as well as an Al2O3 capping layer. (b) Optical images of 

two devices, Device 1 (t
MoTe2

 ~ 30 nm) and Device 2 (t
MoTe2

 ~ 55 nm) with top electrode 

areas of 4.5 × 4.5 μm2 and 0.7 × 0.4 μm2, respectively. 

 

2.2.2 2D Material Transfer Process 

The procedure for transferring 2D layers that have been mechanically exfoliated onto 

SiO2/Si chips is outlined below. A microscope with a heated stage and a micromanipulator 

inside a N2 glove box (with <3 ppm O2 and <1 ppm H2O) are needed to perform the transfer. 

1. Spin-coat a thin layer of polypropylene carbonate (PPC) on a hemispherical 

polydimethylsiloxane (PDMS) stamp, as in Ref. [119]. Attach PPC/PDMS stamp 

to a glass slide. 

2. Place the 2D material sample on the stage inside glove box with carbon tape or 

other adhesive and find the flake of interest under the microscope. 

3. Using the micromanipulator, lower the PPC/PDMS onto the 2D material sample 

until they are in contact. 

4. Heat stage to 80°C and then allow it to cool down to 40°C. 
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5. Slowly lift the PPC/PDMS stamp from 2D material. The flake of interest should lift 

off of the SiO2/Si chip and remain attached to the PPC/PDMS stamp. 

6. Place target substrate on stage using carbon tape and find the region of interest. 

7. Align PPC/PDMS stamp and press it onto target sample until they are in contact. 

8. Heat stage to 110°C and wait 5 minutes. 

9. Slowly peel stamp off the sample. The 2D material should remain on the target 

substrate. 

10. Soak sample in acetone to remove PPC residue and rinse with IPA. 

2.3 Electrical Characterization 

We perform electrical measurements with a Keithley 4200-SCS using Keithley 

Interactive Test Environment (KITE) software in a Janis vacuum probe station. Figure 

2.2a-b shows measured direct current vs. voltage (I-V) curves of the two devices, with the 

arrows illustrating the direction of the voltage sweep. The devices typically have initial 

resistances of 1 kΩ to 1 MΩ (depending on TE area and tMoTe2). At higher voltages, the 

devices undergo a “forming” step during a DC I-V sweep. We use a current compliance 

(10 μA to 10 mA) and external series resistor (0.2 to 1 kΩ) to limit the amount of current. 

The devices transition to a low resistance state (LRS) with resistances RLRS = 40 to 800 Ω, 

depending on the current compliance and series resistance used. When a voltage sweep of 

the opposite polarity is performed, the devices switch to a high resistance state (HRS) (the 

“RESET” step), and they transition back to the LRS after the polarity of the sweep is 

reversed again (the “SET” step). Figure 2.2b shows bipolar switching of Devices 1 and 2. 

 

Figure 2.2: (a) Measured I-V characteristics showing forming of Devices 1 and 2, with the 

arrows corresponding to the voltage sweep direction. (b) Measured I-V characteristics 

showing bipolar switching of Devices 1 and 2. 
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Figure 2.3: Measured I-V curves of Devices 1 and 2 from Figure 2.2a (solid colored lines), 

with data before forming fit to a modified 3D Poole-Frenkel equation (dashed black lines). 

Black arrows represent the measurement direction. The circled data points signify (Vforming, 

Iforming). (b) Fitting parameters from 3D Poole-Frenkel equation used to fit the I-V curves. 

 

We use a modified three-dimensional (3D) Poole-Frenkel equation [120-122] to fit the 

I-V curves of Devices 1 and 2 during the forward sweep, as shown in Figure 2.3a. The 

model takes into account the effects of donors and traps and is used to model the conduction 

mechanism in these devices before forming. The fitting parameters used in the model are 

the high frequency relative dielectric constant ϵi of MoTe2 [123], conductivity σ0 (includes 

mobility, density of states, and donor and trap densities, as described in Ref. [120]), and 

activation energy E. Figure 2.3b shows the fitting parameters used for Devices 1 and 2. 

 

Figure 2.4: (a) Forming current (Iforming) vs. MoTe2 thickness (tMoTe2) for several MoTe2 

devices. (b) Forming voltage (Vforming) vs. tMoTe2. The dashed line represents a linear fit. (c) 

Low resistance state RLRS as a function of TE area for the same set of devices. 

 

We measured ~20 devices with similar forming and bipolar switching to that of Devices 

1 and 2. We present data on forming current (Iforming) and forming voltage (Vforming) vs 

tMoTe2, and low resistance state (RLRS) vs. TE area for several MoTe2 devices in Figure 2.4. 

The dashed line in Figure 2.4b is a linear fit to the data, with slope 0.04 V/nm, which is the 

average forming field, and y-intercept of 1.38 V. RLRS has no dependence on top electrode 

Device 2
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(TE) area, which suggests that switching results in the formation of conductive regions 

smaller than the area of the top electrode. 

 

2.4 Scanning Thermal Microscopy (SThM) 

2.4.1 Measurement Details and Calibration Process 

To gain insight into the thermal origins of the device switching behavior, we use 

scanning thermal microscopy (SThM). SThM is an atomic force microscope (AFM) 

technique wherein a specialized AFM probe is used in physical contact with a device to 

measure its surface temperature [124-126]. A voltage applied to the device induces Joule 

heating, which in turn causes the SThM probe to heat up. The electrical resistance of the 

probe changes with temperature, leading to a change in the output voltage (ΔVSThM) of the 

SThM. ΔVSThM is proportional to the temperature rise of the device surface (ΔTS) above the 

ambient. The spatial resolution of these SThM probes is typically ~100 nm (depending on 

environmental conditions and calibration) [102,124-127], making it preferable to other 

techniques such as gate resistance thermometry, which gives average device temperature 

[128], or Raman thermometry, which has good material selectivity but a diffraction-limited 

spatial resolution of ~0.5 μm [102,125]. 

The SThM used in these experiments is from Anasys Instruments and was added to an 

MFP-3D AFM from Asylum Research. The probes are model PR-EX-GLA-5 from Anasys 

Instruments, which consist of a thin Pd line on Si3N4 with a resonant frequency of ~50 kHz 

and a spring constant of ~0.1 N/m. SThM measurements are performed in passive mode 

with a bias of 0.5 V. The scans are performed at a rate of 0.8 Hz and contact mode set point 

of 0.5 V, i.e. an estimated force of ~5 nN. We perform all measurements at room 

temperature with 20-30% humidity. Measurements are either performed in steady-state, in 

which a constant voltage is applied to the device and the probe is scanned to obtain spatial 

temperature maps, or during operation, in which the voltage is swept while the SThM probe 

is held in a ~10 nm × 10 nm area on the device surface above the hot spot. 

We calibrate the SThM probe by measuring metal lines of varying nominal width (50 

nm to 750 nm) with the same probe, and we convert the SThM voltage to temperature using 

the known temperature coefficient of resistance (TCR) of the metal lines. The metal lines 

are capped with an Al2O3 layer (comparable to the one on our memory devices) to account 
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for similar capacitance effects and similar thermal (boundary) resistance at the probe-

sample interface. The electrical capacitance coupling of the SThM to the device is also 

more than two orders of magnitude smaller than that of the memory device due to the large 

difference between the SThM probe area and the device area.  

The calibration estimates the combined heat transport through direct heat conduction, 

convection, and a water meniscus at the probe-sample interface, resulting in an effective 

thermal exchange radius rth. Our calibration yields a width-dependent calibration factor 

F(w), which is constant for w > 200 nm but decreases for w < 200 nm (see Ref. [127], 

which uses the same calibrated probe as we use in our measurements). This suggests rth ~ 

100 nm, which is in good agreement with previous work by Puyoo et al. [129]. Since our 

MoTe2 device features are larger than 200 nm in this work, we use F = 6.5 ± 0.5 mV/K. 

We note that the calibration process must be performed for each probe used, and we 

can only obtain surface temperature estimates from SThM images taken with a calibrated 

probe. A probe can be used on many devices, depending on the surface roughness and 

measurement conditions. Our devices have low surface roughness (<2 nm) and we use the 

same measurement conditions across samples, so we find that we can take >100 thermal 

maps before the probe physically degrades and the SThM signal changes become evident. 

The SThM images typically have an offset and slope, even with no applied voltage. 

Using the SThM image at 0 V applied to the device (see Figure 2.5), we fit a line through 

one row of the data and subtract the slope from the image to flatten it. We repeat this 

process for one column of the data. Next, we subtract the offset from the image to bring 

the average to 0 V. For all subsequent images at higher bias, we similarly flatten the images 

and subtract the offset using the values from the 0 V image. 

 

Figure 2.5: SThM image of Device 1 with applied voltage of 0 V. This image is used to 

flatten all other SThM images taken on Device 1. The mapped temperature in the color bar 

is at the top of the Al2O3 layer (~10 nm) which covers this device. 
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2.4.2 SThM Images During Steady-State Operation 

Figure 2.6a shows a schematic of the setup, with the SThM probe on top of the Al2O3 

surface. The Al2O3 (or some other insulator) is needed to electrically isolate the probe and 

the TE. Figure 2.6b displays an AFM image of the TE region of Device 1 (in the LRS), 

illustrating a bump (~15 nm high) that emerged on the Au TE after the forming step. An 

SThM image is simultaneously taken with no bias applied to the device and is used to 

flatten all subsequent images at nonzero bias, as discussed in Section 2.4.1. We then apply 

a voltage to the TE while grounding the BE (without a series resistor), as illustrated in 

Figure 2.6a. Figure 2.6c-d shows SThM images of Device 1 with input power P ~ 1.6 mW 

and 2.5 mW, respectively, and the color bar shows the ΔTS range (0-30 K) using a 

calibration factor F = ΔVSThM/ΔTS = 6.5 ± 0.5 mV/K [127]. The images show a hot spot on 

the TE, matching the location of the bump in Figure 2.6b, becoming larger and hotter as 

we increase the input power. This localized heating suggests the formation of a conductive 

plug, and similar results have been observed for ~10 other devices. We point out that this 

is the first direct observation of localized switching visualized through thermal mapping 

TMD-based memory devices. 

 

Figure 2.6: (a) Schematic of SThM setup, showing the probe on the surface of the Al2O3 

capping layer and above the Au TE region. (b) AFM image of the top electrode region of 

Device 1, which is in the low resistance state. SThM images of Device 1 at power inputs 

of (c) P ~ 1.6 mW and (d) P ~ 2.5 mW. The color bar shows the temperature rise at the 

surface of the Al2O3 (ΔTS), which was obtained using a calibration factor of 6.5 mV/K. 
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We note that the edges of the TE appear clearly in the higher input power images 

(Figure 2.6c-d) and seem to heat up. However, because this nonzero SThM voltage is also 

measured at the edges of the electrodes during the 0 V scan (see Figure 2.5), we are 

confident that this is not a result of heating at the edges of the electrodes. Instead, this 

nonzero SThM voltage is observed at the edges because the measurement is affected by 

the topography of the sample. We also point out that the gradual topography change from 

the bump on the TE in Figure 2.6b does not affect the SThM signal (and therefore the 

accuracy of the mapped temperature), as shown in Figure 2.5. Only drastic topography 

changes, like the edges of our top electrode (~80 nm tall), appear to affect the SThM signal 

because the thermal exchange radius will be partially truncated while the SThM probe goes 

over a sharp step (see Figure 4 in Ref. [129]). 

 

2.5 Electro-thermal Simulations 

2.5.1 Simulation Details 

We recall that SThM measures the surface temperature at the top of the Al2O3 layer 

covering the devices. Thus, we perform 3D finite element electro-thermal simulations 

using COMSOL® Multiphysics to estimate temperature rise within the plug (ΔTplug) when 

the device is under bias, in addition to the diameter of the conductive plug (dplug). An 

electrical model is used to apply a voltage between the TE and BE, and a thermal model is 

used to predict the temperature distribution. The two models are coupled via Joule heating 

and temperature-dependent material properties (see Table 2.1). 

The bottom of the Si substrate is held at ambient temperature (T0 = 293 K), and the 

outer boundaries are treated as insulated (adiabatic). We model the MoTe2 layer as two 

regions, the conductive plug and the rest of the film, with different electrical conductivity 

values σplug and σfilm. We assume a ratio rσ = σplug/σfilm = 100 between the two regions, 

based on the change in resistance of our devices before and after forming. We model the 

plug and film resistances in parallel to obtain the measured RLRS ~ 167 Ω at V = 0.65 V for 

this device, as shown in Eq. (1): 

 MoTe2
LRS

plug plug film film

t
R

A A
=

 + 
 (1) 
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We also include a temperature dependence term in the MoTe2 film electrical conductivity 

σfilm, based on exponential fits to electrical conductivity σ vs. T of unformed devices. The 

σ used for the MoTe2 film and conductive plug in our simulation are given in Eqs. (2) and 

(3), respectively: 

 0

film

σ plug

0.007( )MoTe

fi

2

LRS lm( )

T Tt
e

R r A A

− =
+

 (2) 

 σ MoTe2

LR

plug

σ plugS film( )

r t

R r A A
 =

+
 (3) 

 

Table 2.1: Material properties used in electrothermal simulations, where T0 = 293 K. 

 σ (S/m) k (W/m/K) 

Au (electrode) 1.4 × 107/[1 + α(T – T0)] σL0T (= 100 at 293 K) 

SiO2 1 × 10-12 1.4 (Ref. [130]) 

Si 
2 × 104 

(for doping of 2 × 1019 cm-2) 
95 (Refs. [131,132]) 

MoTe2 (film) See Eq. (2) 10 (in plane) 

1.5 (out of plane) [133] MoTe2 (plug) See Eq. (3) 

 

The electrical conductivity of Au is σAu = 1.4 × 107 S/m with a temperature dependence 

based on a measured temperature coefficient of resistance α = 0.0025 K-1 for thin Au films 

[134]. The thermal conductivity of Au is estimated using the Wiedemann-Franz Law with 

kAu = σAuL0T, where the Lorenz number is L0 = 2.44 × 10-8 WΩK-2 (see Table 2.1). The 

thermal boundary resistance (TBR) is applied at various interfaces to model heat fluxes 

and temperature gradients. The TBRs for Au-SiO2 and SiO2-Si interfaces are 10 m2KGW-1
 

and 3 m2KGW-1, respectively [130,135]. We average ΔTsurf from simulations across the 

thermal exchange radius of the SThM probe to get the expected Gaussian averaging from 

thermal measurements. From these simulations, we estimate the range of ΔTplug for the 

different dplug and applied voltage values. 

2.5.2 Simulation Results 

We correlate our experimental results to 3D electro-thermal simulations performed 

using finite element modeling (COMSOL® Multiphysics). These simulations allow us to 

estimate the temperature of the conductive plug during operation as well as the plug 
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diameter (dplug), based on the surface temperature obtained by SThM. Figure 2.7a shows 

the ΔTS profile of Device 1 along the black dashed line in Figure 2.6d. This reveals broad 

heating of the entire TE, including ΔTS > 15 K at the edges, due to significant lateral heat 

spreading.  

We find that among the simulation parameters, the thermal boundary resistance (TBR) 

at the MoTe2-Au interfaces plays a key role, yet it is among the least well-known inputs 

(e.g. compared to thermal conductivities of Au or SiO2). The simulated ΔTS profiles in 

Figure 2.7b show the closest agreement with the SThM data for TBR ≈ 70 m2KGW-1 and 

dplug from 250 to 350 nm. The estimated TBR is equivalent to a thermal boundary 

conductance (TBC = 1/TBR) of ~14 MWm-2K-1, which is very similar to that found for 

other 2D materials [96,102]. We note the peak ΔTS increases with increasing dplug, unlike 

in metal-oxide RRAM devices [127]. Our simulations suggest this behavior is due to the 

electrical conductivity of the plug being only ~100× higher than that of the surrounding 

MoTe2 unlike in metal-oxide RRAM where the conductive filament conductivity is >1010 

higher than that of the insulating metal-oxide surrounding it [136,137]. Therefore, the film 

surrounding the conductive plug in our devices also contributes to current conduction (and 

heating).  

Figure 2.7c shows a cross-sectional view of the simulated temperature distribution 

within the device for dplug = 300 nm and P = 2.5 mW. The image has been cropped to focus 

on the conductive plug region (the silicon is actually 20 μm thick in our simulations). As 

expected, the hottest region is in the MoTe2 where the conductive plug is formed, with a 

peak ΔTplug ≈ 223 K. There is substantial heat dissipation into the electrodes and the 

substrate, resulting in much cooler temperatures at the top and bottom surfaces. The 

simulated surface and MoTe2 plug ΔT for different power inputs is displayed in Figure 

2.7d. At P = 2.5 mW, the peak ΔTS ranges from ~33 K to 39 K (corresponding to the SThM 

measurements), while the estimated peak ΔTplug ranges from ~200 K to 235 K for the 

different plug diameters. ΔTplug has a larger range because it is more sensitive to plug 

diameter than ΔTS. Heat dissipation in the TE also limits our ability to accurately extract 

ΔTplug, which could be better estimated by reducing the TE thickness in future work. (The 

thicknesses of the MoTe2 and top SiO2 layers should also be reduced, due to required step 

coverage.) 
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Figure 2.7: (a) Surface temperature profile from SThM measurement along the black 

dashed line in Figure 2.6d, with error bars. (b) Electro-thermal simulations of ΔTS profiles 

for conductive plug diameters dplug ranging from 250 to 350 nm at P ~ 2.5 mW. (c) 

Simulation of ΔT along cross-section of device at P ~ 2.5 mW for dplug = 300 nm. (d) 

Simulated ΔT vs. P for different dplug inside the MoTe2 plug and at the surface of the device. 

The cyan stars correspond to ΔTS from SThM measurements. 

 

2.6 SThM Measurements During Device Switching 

In addition to steady-state measurements, we also sweep the voltage while holding the 

SThM probe stationary and in contact with the device surface directly above the conductive 

plug. This allows us to measure ΔTS while switching the device between the LRS and HRS. 

Figure 2.8a shows an optical image of the device (Device 3) with tMoTe2 ~ 27 nm and TE 

area of 2.5 × 2.6 μm2. The I-V measurements during bipolar switching (using an external 

series resistance of 220 Ω) and the corresponding ΔTS from SThM are displayed in Figure 

2.8b-c. The curves in Figure 2.8b are labeled with “SET” or “RESET,” corresponding to a 

transition to the LRS or HRS, respectively. ΔTS reaches between 50 and 115 K when the 

device switches between the two states. Assuming dplug between 250 and 400 nm, we use 

our simulations to estimate the maximum Tplug during the first RESET and SET 

measurements to be ~650-750 K and ~530-630 K, respectively. During the second RESET 

and SET measurements Tplug is estimated to be ~700-850 K and 650-800 K, respectively. 

We note that SThM measurements cannot capture fast temperature transients (the thermal 
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time constant of Pd-based probes is ~300 μs [126] and the sampling time of our SThM 

system is ~3 ms), so the plug and surface may reach even higher temperatures (and possibly 

the semiconducting-to-metallic transition temperature [59,138,139] for MoTe2, ~920-1170 

K) during bipolar switching. 

 

Figure 2.8: (a) Optical image of Device 3 with tMoTe2 ~ 27 nm and TE area of 2.5 × 2.6 

μm2. (b) I-V measurements of Device 3 showing 2 switching cycles (with a series resistance 

of 220 Ω). The number next to each curve corresponds to the order of the measurements. 

(c) ΔTS from SThM measurements as a function of time, taken simultaneously with the I-

V measurements in (b) of the same color. ΔTS was calculated from ΔVSThM using a 

calibration factor of 6.5 mV/K. 

 

2.7 Temperature-Dependent I-V Measurements 

 

Figure 2.9: (a) Optical image of Device 4 with tMoTe2 = 16 nm and TE area of 0.45 × 0.9 

μm2. (b) Forward-backward I-V measurements from 0 to 2 V at varying ambient 

temperature (solid colored lines). The I-V data before forming are fit to a modified 3D 

Poole-Frenkel model (dashed black lines). 

 

To determine the effect of temperature on forming voltage, we also take temperature-

dependent electrical measurements of a MoTe2 device with tMoTe2 = 16 nm and TE area A 

= 0.45 × 0.9 μm2 (Device 4, shown in Figure 2.9a). We perform forward-backward sweep 

measurements at T0 = 300 K, 400 K, and 500 K ambient temperature using a sweep range 

of 0 to 2 V and an external series resistance of 1000 Ω. We fit the I-V curves (before 
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forming) to a 3D modified Poole-Frenkel model, as in Figure 2.3, with ϵi = 10, σ0 = 500 

S/m, and E = 0.37 eV. At ambient temperatures of 300 K and 400 K, the device remains in 

the unformed state following forward-backward I-V sweeps. At T0 = 500 K ambient 

temperature, we observe device forming at ~1.3 V (see Figure 2.9b). These measurements, 

in addition to the SThM measurements above, reveal that the forming mechanism has a 

thermally-activated component. 

 

2.8 TEM Cross-sections and EDS Elemental Maps 

 

Figure 2.10: (a) Optical and (b) AFM images of Device 2. (c) SThM image showing the 

region of the device corresponding to the red box in (b). The vertical black dashed line is 

drawn along the hot spot (marked by arrow) where the TEM cross-section was taken, for 

Figure 2.11. 

 

Next, we perform transmission electron microscopy (TEM) and energy dispersive 

spectroscopy (EDS) of Device 2 after switching. The device was cross-sectioned at the 

location of the conductive plug, which was determined by SThM, as shown in Figure 2.10. 

We use these SThM images to determine the location of the conductive plugs for the 

transmission electron microscopy (TEM) study. Therefore, we do not use a calibrated 

probe for these measurements since we only need qualitative thermal maps rather than 

surface temperature estimates. Figure 2.11a shows the TEM image of Device 2 across its 

active region, which was switched to the HRS before TEM imaging. Figure 2.11c-e shows 

EDS elemental intensity maps of Au, Mo, and Te, respectively. These maps reveal Mo and 

Te vacancies near the edge of the Au TE and Au within the MoTe2 layer, suggesting that 

Au has migrated from one electrode to the other, displacing Mo and Te atoms. This 

migration likely results in the bump seen in the AFM image of Figure 2.6b.  
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We also see some evidence of O displacing Mo and Te atoms (Figure 2.11g), which 

could be due to partial oxidation during fabrication. However, we do not expect O 

migration to be the primary cause of switching due to the low resistances measured in our 

devices, unlike in metal-oxide RRAM [127]. Switching in metal-oxide RRAM is often 

attributed to oxygen vacancies that form a conductive filament, which effectively reduces 

the device resistance [140]. We do not expect oxygen migration to reduce the resistance of 

our devices, because MoOx is more resistive than MoTe2 [141]. 

 

Figure 2.11: (a) High-angle annular dark-field (HAADF) TEM cross-section of Device 2, 

which was switched to the HRS before imaging. EDS elemental intensity maps showing 

(b) the EDS capping layer, (c) Au, (d) Mo, (e) Te, (f) Al, (g) O, and (h) Si atoms. The color 

bar shows the relative concentration of atoms, with red corresponding to the highest and 

black corresponding to the lowest. 

 

SThM and TEM images of a different device (Device 5), initially in the LRS before 

TEM imaging, are shown in Figure 2.12 and Figure 2.13, respectively. Device 5 has tMoTe2 

= 50 nm and a TE area of 2.2 × 1.9 μm2. Mo and Te vacancies in the MoTe2 film and Au 

diffusion between electrodes are similarly observed in these images. The Au migration, 

like metal ion migration in conductive bridge random access memory (CBRAM) 

[142,143], might explain the very low resistances measured (as low as ~40 Ω in some 
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cases) when the devices are switched to the LRS (see Figure 2.4). During the RESET 

measurement, the Au bridge between electrodes likely breaks, causing an increase in 

resistance. 

 

Figure 2.12: (a) Optical and (b) AFM images of Device 5 with tMoTe2 = 50 nm and TE area 

of 2.2 × 1.9 μm2. (c) SThM image showing the region of the device corresponding to the 

red box in (b). The vertical black dashed line is drawn along the hot spot where the TEM 

cross-section was taken, for Figure 2.13. 

 

 

Figure 2.13: (a) HAADF TEM cross-section of Device 5, which was switched to the low 

resistance state before imaging. EDS elemental intensity maps showing (b) the EDS 

capping layer, (c) Au, (d) Mo, (e) Te, (f) Al, (g) O, and (h) Si atoms. The color bar shows 

the relative concentration of atoms, with red corresponding to the highest and black 

corresponding to the lowest. 
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We note that Au migration has been observed in other thin film devices, including 

memory devices, from thermal stress during operation [144,145]. We estimate current 

densities over 105 A/cm2 in the Au electrodes during the forming step and even higher 

during bipolar switching, which are sufficiently high to cause Au migration [146,147]. The 

Au migration can also occur at defects in the Au or in the MoTe2 [100,148], where local 

current densities are larger. Though metal ion diffusion from the electrodes has often been 

reported in other types of devices and is of concern with regard to reliability and endurance 

in memory, this phenomenon has only recently been reported in TMD-based resistive 

memory devices [97,100]. We use Au electrodes in this study because it has often been 

used as a good contact metal to TMD semiconductors [51,149]. In addition, we find that 

MoTe2 has good adhesion to Au during the transfer process due to the affinity of Au to 

chalcogen atoms [150,151]. (We observe that the MoTe2 delaminates from other metals 

such as Pt or TiN during fabrication.) 

 

2.9 MoTe2 Device with Graphite Electrodes 

To test other conductive (but non-metallic) electrodes, we also fabricate similar devices 

with graphite, which is an ultra-flat semi-metal, as the top and bottom electrodes. The same 

fabrication and transfer processes used for the MoTe2 devices with Au electrodes are used 

here for devices with graphite electrodes, except that Pd is used to contact the graphite 

films. Figure 2.14a-b shows a schematic and optical image of such a device (Device 6) 

with tMoTe2 ~ 29 nm, graphene bottom electrode thickness tGr,BE ~ 14 nm, graphene top 

electrode thickness tGr,TE ~ 5 nm, and TE area of ~40 μm2. I-V measurements shown in 

Figure 2.14c reveal that at V = 0.1 V, the device has a resistance of ~15 MΩ, and at ~3.2 

V it transitions to the LRS with ~1.6 kΩ. A series resistor with R = 1 kΩ was used for these 

measurements. We were unable to RESET the device back to the HRS using either voltage 

polarity, possibly due to the additional series resistance of the graphite. The same behavior 

(stuck in LRS after forming) was reproduced on another device with graphite electrodes.  

Thus, the different behavior between the devices with Au and graphite electrodes 

suggests, first, that initial forming of the MoTe2 is not triggered by metal ion migration 

from the electrodes and, second, that further bipolar switching only in devices with Au 

electrodes is caused by conductive metal bridging, as seen in the TEMs discussed earlier. 
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This mechanism is different from that of ref. [101], which suggested bipolar switching due 

to localized phase change induced by an electric field. However, different initial forming 

and switching mechanisms among different studies cannot be ruled out because there may 

be differences in sample quality (e.g. Te vacancies [152]) and processing (e.g. oxidation 

[153]). For example, a thin oxide layer on the MoTe2 surface could rupture in a filamentary 

manner, leading to highly localized electric fields, current flow, and subsequently a phase 

change in the pristine MoTe2 beneath. Such an effect was recently observed in Ge2Sb2Te5-

based phase change memory with a thin oxidized electrode, which switched at lower 

current than control devices due to oxide filament formation [96]. (We do not expect such 

an oxide and such highly localized electric fields in our devices due to careful processing 

in a N2 glove box.) Other potential causes of forming could be defect (i.e. vacancy) 

generation or Te migration [153,154]. Immediately after forming, the current (and power) 

density is quite high, leading to significant Joule heating and causing Au migration, which 

is a thermally-activated process. Subsequent switching between the LRS and HRS is likely 

caused by the breaking and forming of these Au conductive plugs between the electrodes, 

as suggested by our cross-sectional TEMs. 

 

Figure 2.14: (a) Schematic and (b) optical image of a graphite-MoTe2-graphite device with 

Pd contacts to the graphite (Device 6). (c) Measured I-V curve showing device forming at 

~3.2 V, with an external series resistance of 1000 Ω. 

 

2.10 Conclusion 

In conclusion, we observed localized heating during operation of MoTe2-based 

memory devices and measured their surface temperature using SThM for the first time. 

Together with temperature-dependent electrical data and TEM images, these SThM 

measurements reveal that both the forming and switching mechanisms have thermally-

activated components. While the initial forming process may be caused by defect 
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generation or Te migration, subsequent bipolar switching appears due to Au migration from 

the electrodes. Nevertheless, simulations suggest that high internal temperatures during 

switching could also cause localized phase change in the MoTe2. Beyond this study, the 

SThM technique can also be applied to other traditional or emerging resistive memory 

devices to determine the location and temperature of switching regions, which is essential 

for understanding and optimizing such data storage. 



 
This chapter was adapted, with permission, from I. M. Datye, A. J. Gabourie, C. D. English, K. K. H. Smithe, 

C. J. McClellan, N. C. Wang, E. Pop, “Reduction of Hysteresis in MoS2 Transistors Using Pulsed Voltage 

Measurements,” 2D Materials, vol. 6, p. 011004, 2019. Copyright 2019 IOP Publishing. 
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Chapter 3   

 

Pulsed Voltage Measurements of MoS2 Transistors 

 

3.1 Introduction 

Two-dimensional (2D) semiconductors like molybdenum disulfide (MoS2) are 

promising for applications in low-power electronics due to their electrical properties, 

atomically thin nature, and lack of dangling bonds [38,155]. The electrical characteristics, 

including current drive, mobility, and current on/off ratio, of MoS2 field-effect transistors 

(FETs) have been widely studied over the last several years [38,51,53,155-161]. However, 

DC electrical measurements of these and most novel devices often exhibit hysteresis in 

their current vs. gate voltage (ID-VGS) measurements. Hysteresis, defined here as the 

difference in threshold voltage (VT) between the reverse and forward voltage sweeps (ΔVT), 

typically depends on voltage sweep rate, sweep direction, sweep range, and environmental 

conditions during the measurement [158,162-164].  

The difference in ID-VGS curves is due to trapped charges on the surface of the MoS2, 

in the gate dielectric, at the MoS2/dielectric interface, or in the MoS2 itself [158-

161,163,165-167]. Electrostatic screening by adsorbed water molecules, with electric 

dipoles aligned along the gate-induced electric field, has also been proposed as a 

contributor to this hysteresis [157,158,168]. As field-effect mobility (µFE) and VT are often 

extracted from ID-VGS sweeps in the forward or reverse direction, hysteresis in DC 

measurements leads to uncertainty in the electrical characteristics of such 2D devices. 

While hysteresis can be reduced through device encapsulation, e.g. with a high-quality 

Al2O3 dielectric [169] the majority of new and prototype devices are often tested without 

encapsulation or in air, where their electrical evaluation remains challenging. 

Pulsed voltage measurements can reduce hysteresis in the ID-VGS curves of transistors 

if the pulse width times are less than the time constant of charge traps. This technique has 
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been used for graphene, carbon nanotube, and organic FETs to suppress hysteresis, but has 

not been applied to most of the TMDs including MoS2 [162,164,170-172]. In this study, 

we apply voltage pulses to the gates of MoS2 transistors to eliminate hysteresis, examine 

charge trapping, and extract device parameters (like mobility) that represent the intrinsic 

behavior of these devices [173]. Using this simple yet effective technique, hysteresis is 

nearly eliminated, which we quantify as a reduction by more than 80% under all conditions 

tested (~99% in some cases), and the extracted mobility converges to a unique value. We 

apply this technique to FETs fabricated using both exfoliated and synthetic, chemical vapor 

deposition (CVD) grown MoS2, as well as different gate dielectrics (SiO2 and HfO2). We 

compare the different types of devices and examine the effects of air versus vacuum and 

temperature-dependent measurements on hysteresis. Finally, we use a tunneling front 

model to examine the depths of charge traps in our gate dielectrics. 

 

3.2 Measurement Methods 

We measure DC and pulsed transfer characteristics with a Keithley 4200-SCS and 

4225-PMU using the Keithley Interactive Test Environment (KITE) software. While 

specialized, impedance-matched test structures and equipment are generally used for high-

speed measurements [174], we find that such precautions are not needed if specific 

measurement guidelines are followed, greatly simplifying the set-up. Our guidelines are as 

follows. 

First, we measure DC transfer curves to identify the non-negligible hysteresis. Next, 

we switch our instrumentation to pulse-measure units (PMUs) for pulsed measurements. 

After enabling the waveform capture test mode for a transient measurement, we set the 

timing parameters. Since each typical DC sample takes >250 ms to acquire, we use a pulse 

width ton ≤ 250 ms to reduce hysteresis. In some cases, we find that ton > 250 ms can also 

reduce hysteresis because of charge de-trapping during the off time, toff (see Figure 3.1e). 

Additionally, we keep our rise and fall times (tR and tF respectively) <0.1ton. For each PMU, 

we set the current range to the smallest value greater than the peak DC currents to ensure 

proper measurement range, resolution, and timing. As a result, the noise floor is increased 

during pulsed measurements. To test the worst-case cable, chuck, and pad capacitive 

charging scenario, we set the gate bias to the maximum VGS applied in our DC 
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measurements. As seen in Figure 3.1f, immediately after the rise of the pulse, there is a 

decay in current caused by a combination of parasitic capacitances and trapped charges. 

Since ID-VGS sweeps with PMUs report spot means of current during the 75-90% section 

of the pulse [175] (red region in Figure 3.1f), if that portion of the transient appears to 

overlap with charging currents from parasitics, we select a larger ton. Otherwise, if the 

parasitics do not interfere with the sampling region, we measure pulsed ID-VGS sweeps with 

the present timing parameters. This process is repeated with smaller ton until hysteresis is 

eliminated. 

 

 

Figure 3.1: (a) Optical image of Devices 1 and 2 (Device 3 not shown), with ~5 nm thick 

exfoliated MoS2, and cross-section schematic of the same devices. (b) Optical image of the 

back-gated 1L exfoliated device (Device 4) on 90 nm SiO2/Si with Au source/drain 

contacts. (c) Optical image of all global back-gated chemical vapor deposited (CVD) 

monolayer devices (Devices 5-9) on 30 nm SiO2/Si with Ag/Au source/drain contacts. (d) 

Optical image (top) and schematic cross-section (bottom) of the local back-gated CVD-

grown 1L device (Device 10) on 18 nm HfO2 with Ag/Au contacts. (e) Pulse train showing 

gate voltage pulses as a function of time with the on and off times indicated. (f) Transient 

plot showing VGS pulsed at 8 V and the resulting ID with the measurement taken during the 

75-90% section of the pulse (shown in red). 
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3.3 Results and Discussion 

Four types of MoS2 transistors were examined in this work: exfoliated multi-layer (ML) 

and monolayer (1L) devices with global back-gates, as well as CVD-grown monolayer 

devices with global and local back-gates. All MoS2 channels were lithographically 

patterned and etched into rectangles using either XeF2, which was used for exfoliated 

devices, or O2, which was used for CVD devices (conditions for XeF2 and O2 etches can 

be found in the supplements of Refs. [51] and [56], respectively). Contacts to all devices 

were patterned by optical lithography or electron-beam (e-beam) lithography with either 

Ni, Ag, or Au contacts, consistent with previous studies from our group [51,56]. Optical 

images of all devices are shown in Figure 3.1a-d. Typical global and local back-gated 

device schematics with biasing set-ups are displayed in Figure 3.1a,d respectively. Figure 

3.1e-f shows the pulsed measurement scheme discussed in Section 3.2. We introduce each 

device configuration in the sections below and then make comparisons between the 

different devices, discussing the overall results. 

 

3.3.1 Exfoliated Multi-Layer MoS2 Devices 

Exfoliated ML (~5 nm thick) MoS2 devices were prepared as described in Ref. [51], 

here with Ni contacts (40 nm) on SiO2 (90 nm) and Si (p+) substrates, which also serve as 

global back-gates. Figure 3.1a shows an optical image and a schematic of Devices 1 and 2 

with channel lengths L1 = 1.5 µm, L2 = 1.25 µm, and widths W1,2 = 2.5 µm. Device 3 (not 

shown) has dimensions L3 = 1.7 µm and W3 = 1 µm. DC and pulsed drain current (ID) 

measurements are performed by forward and backward sweeps of gate voltage VGS from -

15 V to 25 V, with drain voltage VDS = 1 V. We vary the pulse widths from ton = 500 µs to 

500 ms, with toff = 500 ms and rise and fall times tR,F = 10 µs (see Figure 3.1e-f and Section 

3.2 for more details). 

Figure 3.2a-b shows the DC and pulsed ID-VGS measurements of Device 1 at room 

temperature in air and in vacuum (~10-5 Torr), respectively, after annealing in the vacuum 

probe station at 250 °C for 2 hours. The forward and reverse sweeps, as well as the 

hysteretic difference in threshold voltage between the two sweeps (ΔVT), are indicated in 

Figure 3.2a. For simplicity, each VT is extracted using the constant current method at ID = 

0.7 µA/µm [176]. These n-type MoS2 devices are dominated by donor-like trap states 
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[18,157], as follows. Under negative VGS, the Fermi level in the MoS2 channel moves closer 

to the valence band. The traps above the Fermi level are emptied of electrons and have 

positive charge, causing a negative VT shift. Under positive VGS, electrons fill the charge 

traps, rendering them neutral and leading to a positive VT shift. Electrons remain trapped 

until the reverse sweep, during which they de-trap [177,178]. This is illustrated in the band 

diagrams of Figure 3.2c, which show how electrons trap and de-trap under positive and 

negative VGS.  

 

Figure 3.2: Measured transfer curves in (a) air and (b) vacuum of Device 1 (exfoliated 

multi-layer MoS2) for DC and pulsed measurements at room temperature with ton from 500 

µs to 500 ms and fixed toff = 500 ms. The pulsed measurements have a higher noise floor 

than DC measurements because the Keithley 4200 must have a set current range for pulsed 

measurements. (See Section 3.2.) (c) Energy band diagram illustrating charge trapping in 

the on and off states of the transistor. Fermi-Dirac distribution of electrons is shown at low 

(blue) and high (red) temperature. (d) Hysteresis (ΔVT) of Devices 1-3 as a function of 

pulse width, from DC down to 500 µs pulses. Open circles represent measurements in air, 

closed circles are in vacuum (~10-5 Torr). (e) Estimated µFE of Devices 1-3 at a carrier 

density of 2.8 × 1012 cm-2 from forward (diamonds) and reverse (circles) sweeps in vacuum 

(filled symbols) and in air (unfilled symbols). (f) Temperature dependence of hysteresis 

ΔVT for DC and pulsed measurements of Device 1 in vacuum. These plots correspond to 

the devices shown in Figure 3.1a. 

 

The VT shift causes the forward ID-VGS curve to look “stretched” and the reverse 

“compressed,” leading to clockwise hysteresis. Clearly, these effects also render any field-
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effect mobility estimates from such DC measurements to be incorrect with respect to the 

“true” mobility of the device. In contrast, pulsed measurements (as in Figure 3.1) minimize 

hysteresis when ton is smaller than the time constants of most traps, and smaller than 

alignment times of water molecule electric dipoles. A short ton prevents traps from 

becoming populated [164,172] or water dipoles from becoming aligned with the gate-

induced field [157,158,168]. Additionally, during toff, some of the trapped charge de-traps 

[160,162] and surface-adsorbed water dipoles relax and become unaligned. 

Figure 3.2d shows a reduction in ΔVT as the pulse widths (ton) decrease for Devices 1-

3, both in air and in vacuum. We note that ΔVT is larger in air than in vacuum due to 

increased charge trapping from air and water adsorbates and the effect of water dipoles on 

the surface [157,158,160,163,165,168,179,180]. This suggests that top surface 

contaminants in air are more influential than MoS2/SiO2 interface traps or bulk traps, 

because performing DC measurements in vacuum leads to a reduction in ΔVT of ~90%. 

However, as these devices have ΔVT ~ 0.5-1 V for DC measurements even after the 250 

°C vacuum anneal and 12 hours in vacuum, we conclude that surface traps do not account 

for all the hysteresis in these devices. The MoS2/SiO2 interface likely has charge traps from 

dangling bonds at the surface of the SiO2, and the hysteresis may result from shallow traps 

at the interface during the VGS sweep [181,182]. Other sources of traps stem from defects 

in bulk SiO2 and the few-layer MoS2 itself [159,161,162,165,181,183].  

Quantitatively, with modest pulses of ton = 1 ms and toff = 500 ms applied to all devices, 

ΔVT ≤ 0.73 V in air and 0.07 V in vacuum, which corresponds to a reduction in hysteresis 

by ~92% and ~84%, respectively, compared to DC measurements. At the shortest pulse 

width (ton = 500 μs), hysteresis is reduced by nearly 97% and 90% in air and vacuum, 

respectively. Accounting for the oxide thickness, we can convert this “residual hysteresis” 

into an effective surface trap density (Nit): 

 it ox T

1
N C V

q
=  ,  (4) 

where Cox ≈ 38 nF/cm2 is the capacitance per unit area of the 90 nm thick SiO2 used here 

and q is the elementary charge. Thus, we estimate Nit(air) ≤ 1.8 × 1011 cm-2 and Nit(vacuum) 

≤ 1.7 × 1010 cm-2 at ton = 1 ms. For these devices, this implies that at least ten times more 

hysteresis is caused by surface-adsorbed contaminants or water dipoles (pulsed 
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measurements in air) than is trapped in MoS2 defects or the SiO2 interface beneath 

(measurements in vacuum). We note that the density of defects in the MoS2 could be 

higher, but not all defects are active charge traps. In addition, due to the thinness of the 

MoS2 itself, most charge traps within it are likely to have very fast time constants, much 

faster than our pulse times. Nevertheless, for a highly scaled equivalent oxide thickness 

(EOT) of 1 nm, the equivalent hysteresis would be less than ~8.2 mV and ~0.78 mV, much 

smaller than a scaled 1 V supply voltage. 

We calculate the field-effect mobility µFE as 

 𝜇FE ≈
𝐿

𝑊𝐶ox𝑉DS

𝑑𝐼D

𝑑𝑉GS
.  (5) 

We note that μFE is an underestimate of the actual mobility since we do not account for 

contact resistance in our measurements. µFE for all three devices is reported at a carrier 

density of n = 2.8 × 1012 cm-2, where n is estimated assuming a linear charge dependence 

on the gate overdrive voltage, n ≈ Cox(VGS – VT)/q. The plot of µFE for Devices 1-3 in air 

and in vacuum vs. pulse width is shown in Figure 3.2e, at room temperature. As ton pulse 

widths decrease, the mobility values extracted from the forward and reverse sweeps 

converge to a single value. Therefore, pulsed measurements enable the extraction of a 

unique mobility value, while µFE extracted from forward or reverse DC measurements 

would be either an under- or an over-estimate, respectively. This observation could, in part, 

explain the large spread of MoS2 mobility values reported in the literature when extractions 

were performed purely from DC forward (or backward) sweeps. 

We have also performed temperature-dependent DC and pulsed measurements in 

vacuum. The hysteresis is largest at 375 K, as shown in Figure 3.2f, suggesting the presence 

of thermally activated traps [160,170]. The measured ΔVT at 150 K, 225 K, and 300 K 

display similar trends as a function of ton and have the highest values during DC 

measurements. ΔVT is effectively eliminated at all temperatures when ton ≤ 10 ms, 

demonstrating that most traps have time constants longer than 10 ms. ΔVT at 80 K is smaller 

than at any other temperature for the DC measurement and is nearly constant with 

decreasing pulse width. This apparent freeze-out of traps at low temperature is consistent 

with previous studies [164,179,184,185].  
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The behavior of hysteresis with respect to temperature matches our expectations based 

on the temperature-dependence of charge trapping mechanisms [171]. The capture rate of 

electrons is proportional to 𝑇2 exp [
𝐸𝐹−𝐸𝑐

𝑘𝐵𝑇
] [1 − 𝑓(𝐸𝑇)], where T is temperature, EF is the 

Fermi level, EC is the conduction band edge of MoS2, kB is the Boltzmann constant, ET is 

the energy level of the trap, and f(ET) is the Fermi Dirac distribution at energy ET [186]. 

The emission rate of electrons from trap states is proportional to 𝑇2 exp [
𝐸𝑇−𝐸𝑐

𝑘𝐵𝑇
] 𝑓(𝐸𝑇) 

[186]. The first exponential term will dominate in most cases for both the capture and 

emission rates, but broadening of the Fermi function can also slightly modify these rates, 

as shown in Figure 3.2c. If EF > ET, the capture rate will be larger than the emission rate at 

both high and low temperatures, leading to hysteresis. Due to the exponential dependence 

on temperature, however, the capture rate at high temperatures will be significantly larger 

than at low temperatures, which agrees with our observation of larger hysteresis at 375 K 

than at 80 K or 150 K. At lower temperatures, the electron capture and emission rates are 

greatly reduced, effectively ‘freezing’ the traps in their current states, resulting in minimal 

to no hysteresis. If EF < ET, the emission rate will be larger than the capture rate, which 

will not contribute much to hysteresis since the trap states are more likely to remain empty. 

 

3.3.2 Exfoliated Monolayer MoS2 Devices 

As before, we prepare MoS2 devices by exfoliation from bulk MoS2 onto SiO2 (90 nm) 

and Si (p+) substrates. Monolayer (1L) regions are identified by optical contrast and 

confirmed with Raman and photoluminescence measurements (see Figure 3.3). We 

fabricate FETs with Au contacts (40 nm thick) using methods described previously (see 

Section 3.4 for a discussion on the effect of different contact metals on hysteresis). An 

optical image of Device 4 (with dimensions W4 = 15 μm and L4 = 1 μm) can be seen in 

Figure 3.1b. Similar to the ML devices, we anneal these FETs in vacuum at 250 °C before 

the measurements. DC and pulsed measurements are then performed, without breaking 

vacuum, by a forward and backward sweep of VGS from -30 V to 30 V with VDS = 1 V. 

Again, pulse widths vary from ton = 500 μs to 500 ms, with a toff = 500 ms and tR,F = 10 μs. 
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Figure 3.3: (a) Raman and (b) photoluminescence (PL) spectrum of the 1L exfoliated MoS2 

flake. The A exciton in (b) corresponds to the energy of the optical band gap of 1L MoS2. 

The peak separation of the E’ and A1’ peaks in (a) and the A exciton peak position and 

intensity in (b) provide confirmation that the MoS2 is 1L. 

 

The transfer ID-VGS curves from the DC and pulsed measurements are shown in Figure 

3.4a. While these transfer curves may exhibit little hysteresis at DC, our pulsed 

measurement technique nevertheless provides additional insight into charge trap states 

present in the system. To illustrate this, we extract ΔVT from our ID-VGS curves, using the 

constant current method with ID = 1 µA/µm, for temperatures from 80 K to 450 K and plot 

them vs. ton in Figure 3.4b. Across all temperatures, we see that the hysteresis is reduced 

as ton decreases. The substantial increase in ΔVT at 450 K is indicative of the presence of 

thermally activated traps, as seen in the ML devices [160,170]. For ton ≤ 100 ms, ΔVT at 

450 K is comparable to ΔVT at lower temperatures, suggesting that most of the thermally 

activated traps have time constants >100 ms. The discrepancy of ΔVT between ton = 500 

ms and DC also suggests that the thermally activated traps have de-trapping time constants 

>500 ms. This occurs because DC measurements take ~250 ms per voltage step (see 

Section 3.2), meaning that pulsed measurements with ton = 500 ms bias the device for 

approximately twice as long as DC. If the thermally activated traps have de-trapping time 

constants greater than toff, then we would expect more hysteresis at ton = 500 ms.  

In addition to the thermally activated traps, we note that hysteresis at 150 K and 450 K 

is not completely eliminated at the shortest pulse width of 500 μs. We expect a shorter ton 

to eliminate this remaining hysteresis; however, ton < 500 μs is not possible with our set-

up because parasitic capacitances, stemming from the use of our probe station chuck as a 
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global back-gate, cause a charging current on the same time scale as charge trapping, 

interfering with the drain current measurements. This highlights a limitation of the pulsed 

measurement technique when the substrate is used as a global back-gate. However, at 300 

K, we find that hysteresis is reduced by ~88% at modest pulses of ton = 1 ms with ΔVT ~ 

0.08 V, corresponding to Nit ≈ 1.9 × 1010 cm-2 and ΔVT ~ 0.78 mV at an EOT of 1 nm. For 

the best case (ton = 500 μs), hysteresis is reduced by ~92% to ΔVT ~ 0.05 V. Additionally, 

we find that mobilities extracted from the forward and reverse sweeps converge to a single 

value at ton ≤ 1 ms, as shown in Figure 3.4c. Once again, the pulsed measurement technique 

yields a reliable mobility estimate, whereas using either the forward or reverse DC sweeps 

could yield inconsistent mobility values. 

 

Figure 3.4: (a) Transfer curves of a 1L exfoliated MoS2 device (W = 15 μm, L = 1 μm) with 

DC and pulsed measurements at room temperature, in vacuum, with ton from 500 μs to 500 

ms and a fixed toff = 500 ms. This corresponds to Device 4 shown in Figure 3.1b. (b) 

Temperature-dependent hysteresis, ΔVT, for DC and pulsed measurements in vacuum, from 

80 K to 450 K. (c) Estimated μFE from forward and reverse DC and pulsed measurements, 

in vacuum at room temperature. 

 

3.3.3 CVD MoS2 Devices (Global Back-Gate) 

We also investigate MoS2 devices grown by CVD directly on SiO2 (30 nm) and Si (p+) 

substrates, probing FETs with Ag/Au (20 nm/20 nm) contacts [53,56]. The MoS2 channel 

width for Devices 5-9 is W5-9 = 1.5 μm, and the channel lengths are L5-9 = 50 nm, 100 nm, 

200 nm, 600 nm, and 1 μm, as shown in Figure 3.1c. As before, the devices are annealed 

in the vacuum probe station at 250 °C, and subsequent measurements are performed 

without breaking vacuum, at room temperature. We perform DC and pulsed measurements 

by sweeping VGS from -5 V to 30 V with VDS = 1 V. As before, ton varies from 500 µs to 

500 ms, with toff = 500 ms and tR,F = 10 µs.  
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Figure 3.5a shows the DC and pulsed ID-VGS curves of Device 5 (L = 1 μm) with the 

arrows indicating the forward and reverse sweeps. The reduction in hysteresis with 

decreasing pulse width is clearly illustrated in Figure 3.5b, where VT was extracted at ID = 

1 µA/µm. The DC measurement for Device 5 has ΔVT ~ 1.4 V, and hysteresis is reduced 

by ~89% at ton = 1 ms with ΔVT ~ 0.08 V, corresponding to an active charge trap density 

of Nit ~ 5.8 × 1010 cm-2. The difference in the estimated μFE between the forward and 

backward sweeps (Figure 3.5c) for the DC measurement is ~5.7 cm2V-1s-1 and reduces to 

just 0.24 cm2V-1s-1 at ton = 1 ms. The latter is <2% of the estimated mobility (~16 cm2/V/s), 

which thus converges to a unique value in the limit of these shortest pulses. As before, we 

note these mobility values include the contacts, and the intrinsic mobility of these films is 

higher, as discussed elsewhere [53,56]. 

 

Figure 3.5: (a) Measured I
D
 vs. V

GS
 of a back-gated, CVD-grown 1L MoS

2
 device (Device 

5 with W5 = 1.5 µm, L5 = 1 µm) showing DC and pulsed measurements in vacuum at room 

temperature with ton varying from 500 µs to 500 ms and a fixed toff = 500 ms. (b) Hysteresis 

(ΔV
T
) as a function of pulse width for Devices 5-9 with W5-9 = 1.5 µm and different channel 

lengths, as labeled. These correspond to the devices shown in Figure 3.1c. (c) Estimated 

µ
FE

 from forward and reverse sweeps in vacuum for DC and pulsed measurements of 

Device 5 (L = 1 μm). 

 

We compare ΔVT for the different devices to determine the correlation between 

hysteresis and channel length, if any. Figure 3.5b reveals no clear trend of hysteresis with 

channel length, as all device lengths have the same trend in hysteresis vs. pulse width. 

Given that shorter channel devices have stronger effect of contacts [51], this suggests that 

the hysteresis observed in our devices is not a contact effect, and is largely due to active 

charge traps distributed along the device channel lengths. 

 

(a) In vacuum (b) (c)

L6 = 600 nm

L5 = 1 µm

L7 = 200 nm

L8 = 100 nm

L9 = 50 nm

VDS = 1 V
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3.3.4 CVD MoS2 Devices (Local Back-Gate) 

We also investigate devices with CVD-grown 1L MoS2 transferred onto 18 nm of HfO2 

above a local Au back-gate (the MoS2 was previously synthesized onto a separate SiO2/Si 

substrate [53]). The process for transferring MoS2 from the growth substrate onto local 

back-gates is as follows, similar to Ref. [187]: 

1. Drop-cast PMMA A4 onto the growth substrate 

2. Bake on a hot plate at 150 °C for 10 minutes 

3. Place the chip in a glass petri dish with 1 M NaOH (aq.) solution heated to 80 °C 

4. The NaOH will dissolve the SiO2, causing the growth substrate to sink and the 

PMMA/MoS2 to float on the surface 

5. Use tweezers to transfer the PMMA/MoS2 to a bath of deionized water and let it 

float on the surface for 30 minutes 

6. Use tweezers to transfer the PMMA/MoS2 to the HfO2/Au local-back gated 

substrates 

7. Point an N2 gun directly on the PMMA to push out as much water as possible from 

beneath the PMMA/MoS2 

8. Place the new substrate on a room temperature hot plate and ramp up to 150 °C 

during a 20 minute time period 

9. Soak in acetone for an hour to remove the PMMA 

10. Perform a final rinse with methanol and dry with an N2 gun 

 

The source and drain contacts are patterned to overlap slightly with the local back-gate 

(Figure 3.1d), meaning that the MoS2 channel is only gated through the HfO2 dielectric and 

electrical hysteresis is entirely due to the MoS2/HfO2 interface. We study these devices 

because they typically present a more extreme level of hysteresis compared to the earlier 

test cases. In addition, the physically smaller local back-gate lowers parasitic capacitances, 

allowing pulse widths down to 750 ns to be used for device characterization. Figure 3.1d 

shows a schematic and an optical image of Device 10 with dimensions W10 = 20 μm, L10 = 

2 μm, and Ag/Au (25/25 nm) contacts [56]. DC and pulsed measurements are performed 

in vacuum (after the anneal step described earlier) by a forward and backward sweep of 

VGS from -5 V to 8 V with VDS = 1 V, and VT extracted at ID = 1 µA/µm. 
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Figure 3.6: (a) Transfer characteristics of a CVD-grown MoS2 device with local back-gate 

(Device 10 with W10 = 20 μm, L10 = 2 μm) for DC and pulsed measurements at room 

temperature with ton from 1 μs to 500 ms and a fixed toff = 500 ms. The measurements with 

ton = 100 ms, 500 μs, 50 μs, 20 μs, 10 μs and 750 ns are omitted for easier visualization. 

(b) Evolution of hysteresis, ΔVT, as a function of pulse width from DC down to 750 ns 

pulses in vacuum. For pulses below 1 µs, the hysteresis is reduced by 99%. (c) Estimated 

μFE from forward and reverse sweeps in vacuum. We note that mobility can be severely 

under- or overestimated (by up to 50%) if only forward or reverse DC sweeps are used. 

 

We record both the DC and pulsed measurement ID-VGS curves as seen in Figure 3.6a. 

We note that Figure 3.6a omits some of the pulsed measurements for easier visualization. 

Similar to observations for the other devices, the forward and reverse ID-VGS sweeps 

converge to a single curve and ΔVT decreases as the pulse width ton is reduced (Figure 

3.6b). At ton = 1 ms, hysteresis is reduced by ~86% with ΔVT = 1 V, which is still 

significant. The larger overall hysteresis in the transferred CVD-grown MoS2 devices is 

attributed to traps introduced at the MoS2/HfO2 interface during the imperfect transfer 

process, and use of the HfO2 dielectric which typically has higher trap densities than 

thermally-grown SiO2 [188-190]. Thus, shorter pulses are needed to achieve ΔVT values 

comparable to those of the other types of devices. At ton = 1 µs, we have ΔVT ~ 0.075 V, 

corresponding to a ~99% reduction of hysteresis and an active charge trap density of ~3.7 

× 1011 cm-2. For an EOT of 1 nm, the equivalent hysteresis would be just ~17.1 mV. Thus, 

we demonstrate the elimination of hysteresis even for devices which suffer from higher 

trap densities (here due to the transfer process and the use of HfO2 dielectric), proving the 

effectiveness of our measurement technique.  

We also extract μFE versus ton as shown in Figure 3.6c. Once again, as the ton is 

shortened, the mobility converges to a single value between the forward and reverse 

sweeps. As we use a wider ton range for this device than for others, a clear trend of 

(a) In vacuum (b) (c)

VDS = 1 V

Forward

Reverse

500 ms

off
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increasing μFE with decreasing ton (particularly below 0.1 s) emerges. This trend could be 

the result of two competing phenomena affecting mobility: A transition from hopping 

transport to band transport (at shorter ton), which increases mobility [156], and an increase 

in Coulomb scattering due to donor-like trap centers remaining positively charged during 

pulsed ID-VGS measurements (i.e. not capturing electrons), which decreases mobility 

[43,155,191]. For this device, it appears that a transition from hopping to band transport 

(with decreasing ton) dominates. Perhaps more importantly, in such devices with larger 

hysteresis, the field-effect mobility can be significantly under- or overestimated (by as 

much as 50%) if only the forward or reverse DC sweep is used, also revealed in Figure 

3.6c. 

 

3.4 Comparison of Devices 

We now compare each device type to better understand the effects of the MoS2 

thickness, growth method and gate dielectric on charge trapping, all comparisons being for 

the measurements performed in vacuum after the anneal step. Figure 3.7a compares the 

estimated active charge trap density (Nit) as a function of pulse width ton with toff = 500 ms 

for all device types measured. 

First, we compare the exfoliated devices, which all had 90 nm SiO2/Si back-gates in 

common, but different contact metals (Au for 1L, Ni for ML). The different contact metals 

may account for the negative VT shift of ~10 V for the 1L device due to different Schottky 

barrier heights and contact resistances, as shown in other studies [50,192]. Because our 

measurements used pulsed VGS with constant VDS (not pulsed) and effectively eliminated 

hysteresis, we do not expect that the contacts play a large role in hysteresis, consistent with 

conclusions of the length-dependent measurements in Figure 3.5b. Despite this VT 

difference, Figure 3.7a shows that Nit is only marginally higher for 1L than ML exfoliated 

MoS2 FETs, at all pulse widths. The 1L of MoS2 may be more strongly influenced by 

surface charge traps, causing additional hysteresis [165,193], although other studies 

contradict this by claiming that intrinsic charge traps between MoS2 layers (within the ML 

devices) should be more influential [181,183]. A further study comparing devices with 

several different MoS2 thicknesses is necessary to draw conclusions about the relationship 

between hysteresis and MoS2 thickness.  
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Figure 3.7: (a) Estimated active charge trap density (Nit) as a function of pulse width for 

the 4 different types of devices measured, in vacuum. (“Ex” = exfoliated, “CVD” = CVD-

grown.) The right axis shows ΔVT for each device scaled to an EOT of 1 nm. (b) Estimated 

tunneling time constants for a given trap depth into each device’s respective oxide, for 

applied gate voltages of VGS = VT (left line of each subplot) and VGS when n = 1013 cm-2 

(right line of each subplot). The colors represent the proportion of total trap charge density 

found in the particular time constant and depth range. GBG = global back-gate. LBG = 

local back-gate. 

 

 Next, we compare the local back-gated (LBG) and the global back-gated (GBG) 

CVD-grown MoS2 devices. Here, the MoS2 growth conditions and device contacts are the 

same, but the gate dielectrics are different (18 nm HfO2 for LBG, 30 nm SiO2 for GBG) 

and the LBG device fabrication included a MoS2 transfer step. Figure 3.7a reveals that the 

LBG device has much larger Nit than the GBG device for all pulse widths. The contributing 

factors to this difference are the HfO2 dielectric, which has an intrinsically higher trap 

density than SiO2, and the imperfect MoS2 transfer process, which can introduce defects 

and contaminants (see Section 3.3.4). 

 

3.5 Tunneling Front Model 

Finally, we can gain insight into the depths of active charge traps in our gate dielectric 

and the extent traps at those depths affect output characteristics by using a tunneling front 

model [194].  The tunneling front model calculates the trap time constant as a function of 

depth, x, and is given by: 


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where 
2,0 SiO ≈ 6.6×10-14 s [194] and 

2,0 HfO ≈ 1×10-11 s [195] are characteristic time 

constants for SiO2 and HfO2 respectively, and K(x) is the effective barrier in the oxide. The 

barrier height can be written as ))((2)( xEmxK Box −= where 
oxMoSB  −=

2
and 

E(x) = qFx with F as the applied field and q as the electron charge. To extract barrier 

heights, we use 
2MoS = 4.4 eV for ML flakes, 

2MoS = 4.25 eV for 1L flakes [196], 
2SiO = 

0.95 eV [164], and 
2HfO = 2.65 eV [197]. The tunneling effective masses are 

2SiOm = 0.42

0m  [164] and 
2HfOm = 0.2 0m  [197] with 0m  as the electron mass. Lastly, the field, F, is 

given by F = Vox/tox where Vox is calculated numerically with the transcendental equation 

from [198]: 

𝑉𝐺𝑆 = 𝑉0 + 𝑉𝑡ℎ 𝑙𝑛 [𝑒𝑥𝑝 (
𝑛

𝑔2𝐷𝑘𝐵𝑇
) − 1] + 𝑉𝑜𝑥 

where V0 = EG/(2q), EG is band gap energy, Vth = kBT/q, n is the electron density in the 

channel, kB is the Boltzmann constant, T = 298K, and Vox = qn/Cox. The two-dimensional 

density of states is defined in [198] as 
2

2 2* mggg vsD = where sg = 2 is the spin 

degeneracy and vg = 2 is the valley degeneracy [199]. 

Using these calculations, we obtain Figure 3.7b, which shows the tunneling time 

constants as a function of trap depth for two different biasing points. For each subplot, the 

left line is calculated for VGS = VT, and the right line is calculated for the VGS corresponding 

to n = 1013 cm-2. The bias range reflects the voltages we typically apply to our devices and 

allows us to determine expected charge trap depths. We see from the exfoliated and GBG 

CVD devices that the average trap depths range from ~1.8 nm to ~2.5 nm for time constants 

between 500 μs and 500 ms, respectively. However, the trap depths for the LBG CVD 

devices (on HfO2) may reach as deep as ~5 nm at high bias and time constants of 500 ms. 

This difference is due to a larger electron affinity and smaller effective tunneling mass for 

HfO2 than SiO2. 

The shaded regions in Figure 3.7b illustrate the percentage of total trap charge density 

found in a particular time constant range. There are notable differences between the 

exfoliated devices and CVD devices. For the CVD devices, we see that between 64-80% 

of the total trap density has a time constant greater than 500 ms, meaning pulse widths of 

500 ms would be sufficient to eliminate most of the hysteresis. In contrast, only between 
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40-50% of the total trap density has a time constant greater than 500 ms in the exfoliated 

devices. This distinction suggests that the MoS2 growth method and device fabrication 

process (including the high-temperature sulfur-rich ambient that the SiO2 is exposed to 

during CVD growth) strongly influence the percentage of total trap density found in 

different trap time constant ranges. Nevertheless, we note that extremely stable and low-

hysteresis CVD-grown devices have been recently reported after a high-quality Al2O3 

encapsulation step [169]. 

 

3.6 Conclusion 

In this chapter, we have described a simple pulsed measurement technique to reduce 

hysteresis in MoS2 transistors by applying gate voltage pulses shorter than the time 

constants of trapped charge. We fabricate different types of MoS2 devices (exfoliated and 

CVD-grown, as well as monolayer and multi-layer on different gate dielectrics) and 

measure ID-VGS curves using both DC and pulsed measurements to compare hysteresis and 

charge trapping. The pulse widths necessary to eliminate hysteresis range from 1 μs to 1 

ms, depending on the type of device. We demonstrate that our measurement technique 

successfully reduces hysteresis even for the most hysteretic devices, which in our case are 

transferred MoS2 devices with HfO2 as the gate dielectric. Though there is variability 

among the different devices with SiO2 as the dielectric, we demonstrate a reduction in 

active charge trap density to <1.4 × 1010 cm-2 across devices when ton = 500 μs.  

We also show that while hysteresis in DC measurements hinders an accurate extraction 

of field-effect mobility, pulsed measurements allow extraction of the “true” mobility of 

MoS2, which converges to a single value regardless of the voltage sweep direction. 

Conversely, we caution that estimating device mobility from hysteretic measurements 

could lead to errors as large as ~50%, potentially explaining some of the wide range of 

MoS2 mobilities reported in the literature. Finally, we use a tunneling front model to 

quantify the depths of active charge traps in our gate dielectrics. The reproducible pulsed 

measurement technique demonstrated here can also be used to study the intrinsic properties 

of other low-dimensional and emerging devices which suffer from charge-trapping 

phenomena.



 
This chapter was adapted, with permission, from Ö. B. Aslan, I. M. Datye, M. J. Mleczko, K. S. Cheung, S. 

Krylyuk, A. Bruma, I. Kalish, A. V. Davydov, E. Pop, T. F. Heinz, "Probing the Optical Properties and 

Strain-Tuning of Ultrathin Mo1-xWxTe2," Nano Letters, vol. 18, pp. 2485-2491, 2018. Copyright 2018 

American Chemical Society. 
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Chapter 4  

 

Optical Properties and Strain-Tuning of MoxW1-xTe2 

 

4.1 Introduction 

Atomically thin layers of transition metal dichalcogenides (TMDs), such as MoTe2, 

have been extensively studied for fundamental physics and applications [200,201]. Tuning 

their optical properties, which can be achieved through doping, alloying, strain, and 

heating, is crucial for understanding their light-matter interactions and for various 

applications in electronics and optoelectronics. The optical properties of atomically thin 

MoTe2 have recently been characterized experimentally [62,202-205], and theoretical 

investigations have indicated that the aforementioned factors can significantly alter the 

material’s band structure [58,60,206-208]. In particular, theory has predicted and 

measurements have demonstrated that alloying with tungsten or electrical gating of MoTe2 

can induce a phase change from a semiconducting to metallic state [60,206,209-212]. To 

date, however, few studies have experimentally examined the effects of strain on MoTe2 

or on MoWTe2 alloys [213]. 

Here we investigate Mo1-xWxTe2 with x = 0.09 and compare the properties of this alloy 

with the MoTe2 compound [72]. For alloys with higher W content, i.e., x > 0.09, all reported 

growth processes have produced crystals in the 1T’ phase. Therefore, this composition is 

close to the 2H phase boundary and should exhibit the lowest threshold for inducing a 2H 

to 1T’ phase change by an external perturbation [211,214,215]. However, the optical 

properties of the 2H phase of Mo0.91W0.09Te2 have yet to be investigated in detail and 

compared to those of MoTe2. We study atomically thin crystals of the Mo0.91W0.09Te2 alloy 

by Raman scattering, photoluminescence (PL), and absorption measurements, and compare 

the results with those for MoTe2. We also measure PL while applying in-plane uniaxial 
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tensile strain to the monolayer (1L) crystals of both compounds to alter their band structure, 

which has not been previously examined.  

 

4.2 Crystal Growth, Characterization, and Sample Preparation 

4.2.1 Growth of Mo1-xWxTe2 Crystals 

Mo1-xWxTe2 crystals are grown using the chemical vapor transport (CVT) method. 

Mo1-xWxTe2 powders with a nominal composition of x = 0.15 are synthesized by reacting 

stoichiometric amounts of molybdenum (99.999%), tungsten (99.99%) and tellurium 

(99.9%) powders at 750 C for 5 days in vacuum-sealed quartz ampoules. For single crystal 

growth, approximately 1.5 g of poly-crystalline Mo1-xWxTe2 powder and 0.1 g of iodine as 

a transport agent (99.8%, 4.7 mg/cm3) are placed in HF-etched and vacuum baked quartz 

ampoules. Following several argon flush-evacuation cycles, the ampoules are vacuum-

sealed. The CVT growth is conducted at 1000 C in a single-zone furnace for 7 days 

followed by ice-water quenching. The growth produces monoclinic 1T’- Mo1-xWxTe2 

crystals that have been converted to the 2H phase by an additional vacuum annealing at 

750 C for 72 hours, followed by cooling to room temperature at 10 C/hour.  

 

4.2.2 Growth of MoTe2 Crystals 

MoTe2 crystals are also grown using the CVT method. MoTe2 molecular powder (ESPI 

Metals MoTe2, 99.9%) is sealed in quartz ampoules with elemental iodine added as a 

transport agent (Alfa Aesar, 99.99+%) at 5 mg/cm3. Ampoules are repeatedly purged 

and evacuated under argon before sealing. The crystals are grown for 14 days along a ~11 

cm transport length, representing a 100 °C thermal gradient from a source hot zone kept at 

800 °C. 

 

4.2.3 Characterization of Crystals 

Crystal phases of obtained Mo1-xWxTe2 alloys are determined by powder X-ray 

diffraction (XRD) and aberration-corrected high angle annular dark field scanning 

transmission electron microscopy (Cs-corrected HAADF-STEM), as shown in Figure 4.1a-

b. The XRD patterns of the powdered Mo1-xWxTe2 crystals are obtained in the range of 10 
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to 60 2θ using a Philips X-ray diffractometer in the Bragg-Brentano geometry with CuKα 

radiation. Experimental lattice parameters are refined using the Materials Data, Inc., JADE 

6.1 XRD Patterns Processing software (MDI JADE 6.1). HAADF-STEM images are 

recorded on an aberration-corrected FEI Titan 80-300 operating at 300 kV. The 

Mo1-xWxTe2 crystals are crushed in ethanol and a drop of solution is deposited onto an 

amorphous Carbon (a-C) coated TEM grid (Agar Inc.). HAADF-STEM images are 

collected at a camera length of 100 mm corresponding to inner and outer collection angles 

of 70.6 and 399.5 mrad respectively.  

 

 
 

Figure 4.1: (a) Powder XRD pattern of 2H-Mo0.91W0.09Te2. (b) High angle annular dark 

field scanning electron microscopy (HAADF-STEM) image of a 2H Mo0.91W0.09Te2 

sample together with an overlapped structural model; red (large) spheres: Mo/W atoms; 

green (small) spheres: Te atoms. Inset: Fast Fourier Transform (FFT) emphasizing the 

[001] zone axis. 

 

The chemical composition of Mo1-xWxTe2 alloys is determined using energy-dispersive 

X-ray spectroscopy (EDS) in a JEOL JSM-7100F field emission scanning electron 

microscope (FESEM) equipped with an Oxford Instruments X-Max 80 EDS detector. For 

quantitative analysis, EDS spectra are acquired from several 1×1 μm2 areas on the sample 

at the following conditions: accelerating voltage 10 kV, working distance 10 mm, 

processing time 60 seconds with 15% deadtime. Spectra, as exemplified in Figure 4.2, have 

been fit and quantified using the AZtec software package in standardless mode.  The W 

mole fraction in the Mo1-xWxTe2 alloy, as determined from X-ray EDS, is x = 0.09 ± 0.01 

(see Figure 4.2). We note that the Te/(Mo+W) ratio in this sample has been measured to 

be 1.98 ± 0.02, which corresponds to the Mo0.91W0.09Te1.98 composition. For simplicity, the 

(a)      (b)
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Te content in the formula is rounded to 2.0 and thus the alloy is represented by the 

Mo0.91W0.09Te2 composition throughout this study. 

 

Figure 4.2: (a) SEM plan-view image of 2H-Mo0.91W0.09Te2 sample surface. The black 

arrow points to the EDS spectrum sampled over ~1 µm2 area. (b) Corresponding EDS 

spectrum measuring the 9 ± 1 atomic % W. 

 

4.2.4 Sample Preparation 

For the optical measurements without strain, we exfoliate MoTe2 and Mo0.91W0.09Te2 

crystals from the bulk grown crystals onto ~1 mm thick polydimethylsiloxane (PDMS) 

substrates (base: curing agent ratios of 10.5:1 by volume) to obtain ultrathin flakes. The 

thicknesses of the atomically thin crystals are determined by Raman spectroscopy [62] and 

optical contrast. 

For the optical measurements with strain, we transfer monolayer (1L) crystals from 

PDMS to polyethylene naphthalate (PEN) or polyethylene terephthalate glycol-modified 

(PETG) flexible plastic substrates using a stage heated to 40 °C with a micromanipulator 

to precisely position the crystals in the middle of the substrate. We press the PDMS onto 

the substrate using the micromanipulator and keep it in contact for 1 to 2 minutes. We 

slowly release the PDMS from the substrate, ensuring that the crystals do not break during 

the transfer.  

The mechanical exfoliation is performed in ambient atmosphere and the transfer 

process is carried out in a N2 glove box with generally <3 ppm O2 and H2O. We also spin-

coat ~100 nm polymethyl methacrylate (PMMA) onto the Mo0.91W0.09Te2 samples to act 

as an additional clamping layer, as well as an oxygen and moisture barrier. We have not 

observed degradation of the MoTe2 and Mo0.91W0.09Te2 samples during Raman or PL 

measurements on the time scale of days to weeks. 
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4.3 Optical Measurements of Mo0.91W0.09Te2 and MoTe2 

4.3.1 Optical Measurement Details 

The Raman spectroscopy measurements are performed with a commercial micro-

Raman setup (Horiba Labram) in a backscattering geometry. A 100× objective (NA = 0.9) 

is used to collect the scattered photons, which are analyzed in a spectrometer equipped with 

a grating of 1800 lines/mm. The laser power on the samples is about 70 μW (for 532 nm 

excitation), 130 μW (for 633 nm excitation), and 200 μW (for 785 nm excitation), which 

is sufficient for obtaining a good signal-to-noise ratio. To ensure we do not damage the 

samples with these laser powers, we check the crystals optically for any visible damage 

between measurements and we also confirm that the intensities of the Raman peaks do not 

reduce over time. These measurements do not induce heating in the samples; we compare 

lower laser power measurements to higher laser power measurements to check for peak 

shifting which would imply heating. 

The reflection contrast presented in Section 4.3.3 is calculated as ∆𝑅/𝑅 =

(𝑅𝑀𝑜𝑊𝑇𝑒2+𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 − 𝑅𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒)/𝑅𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒  where 𝑅𝑀𝑜𝑊𝑇𝑒2+𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒  and 𝑅𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒  

represent the reflectance of the thin Mo0.91W0.09Te2 sample on the substrate and of the bare 

substrate, respectively. For a sample with sufficiently small absorbance on a thick 

transparent substrate, as in our case, we can determine the absorbance 𝒜 of the 

unsupported thin Mo0.91W0.09Te2 from ∆𝑅/𝑅 as  𝒜 =
1

4
(𝑛𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒

2 − 1)(
∆𝑅

𝑅
) [216-218], 

where 𝑛𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒  denotes the refractive index of the substrate [219]. We can thus probe the 

absorption spectra of sufficiently thin samples through measurements of their reflection 

contrast. 

The reflection contrast setup consists of a quartz tungsten halogen source combined 

with a microscope using 100× objectives (NA = 0.95 and 0.9). The reflected light from the 

sample is dispersed by a monochromator onto a Peltier cooled Si or liquid-nitrogen cooled 

InGaAs CCD array. The peak positions and spectral widths (full width at half maximum) 

of the reflectance contrast measurements are extracted by fitting multiple Lorentzian line-

shapes to the experimental data.  

Photoluminescence (PL) measurements are performed in the same setup as reflection 

contrast with a 100× objective (NA = 0.95) to collect the backscattered emission. For 

excitation, we use a 633 nm (HeNe) or a 671 nm (solid-state) laser. The excitation power 
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level is around 10 μW. Backscattered laser radiation is suppressed by a long-pass filter in 

front of the monochromator.  

The Raman measurements are performed on PDMS substrates, while the absorption 

and PL measurements are performed on PDMS and PETG substrates. All optical 

measurements are performed at room temperature and under ambient conditions. 

 

4.3.2 Raman Spectroscopy of Mo0.91W0.09Te2 and MoTe2 

We first perform Raman spectroscopy on Mo0.91W0.09Te2 and MoTe2 crystals exfoliated 

on polydimethylsiloxane (PDMS) substrates. Figure 4.3 and Figure 4.4 show the Raman 

spectra of 1L, bilayer (2L), trilayer (3L), four-layer (4L), and bulk Mo0.91W0.09Te2 and 

MoTe2 crystals for excitation wavelengths of 532 nm, 633 nm, and 785 nm. We note that 

the relatively small band gaps of ultrathin MoTe2 and Mo0.91W0.09Te2 (see Section 4.3.3) 

compared to other TMDCs enables the use of longer excitation wavelengths for resonant 

Raman spectroscopy [62,220,221]. We identify the following first-order Raman modes 

(zone-center phonons) in both materials: the out-of-plane 𝐴1𝑔 (𝐴1
′  for odd, 𝐴1𝑔 for even 

layers), in-plane 𝐸2𝑔
1  (𝐸′for odd, 𝐸𝑔for even layers), and out-of-plane 𝐵2𝑔

1  (𝐴2
′′ for 1L, 𝐴1

′  

for odd, 𝐴1𝑔 for even layers), which is Raman inactive in 1L and bulk crystals [62,215,221-

227]. For 1L Mo0.91W0.09Te2, the 𝐴1𝑔 mode is at 172 cm-1 and the 𝐸2𝑔
1  mode appears at 236 

cm-1. The weaker features at 200 cm-1 and 345 cm-1 have recently been attributed to second-

order Raman processes [221] and appear to be stronger in Mo0.91W0.09Te2 than in MoTe2, 

possibly due to changes in the electronic structure with the addition of W. 

After comparing the Raman spectra of the two materials, we observe that the 𝐴1𝑔 and 

𝐸2𝑔
1  modes of Mo0.91W0.09Te2 are slightly blueshifted and the 𝐵2𝑔

1  mode is slightly 

redshifted from those of MoTe2 for 1L and 2L (see Table 4.1 for the Raman peak positions 

of both materials). We explain these observations as follows. Consider a simplified linear 

triatomic molecule model for which interlayer interactions in the 1L and 2L have little 

effect (e.g., no splitting of the 𝐸2𝑔
1  mode). We then expect the increased W content in 

Mo0.91W0.09Te2 to increase the effective mass of the transition metal atoms and to result 

accordingly in a redshift of modes compared to MoTe2 [228]. This was reported for the 

𝐸2𝑔
1  and 𝐵2𝑔

1  modes in alloys of Mo and W dichalcogenides (e.g., Mo1-xWxS2 and 
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Mo1-xWxSe2) [229-233]. We observe this redshift in the 𝐵2𝑔
1  mode and the second-order 

Raman mode at 200 cm-1. However, the frequency of the 𝐴1𝑔 mode depends more on bond 

strength than on mass of the transition metal, since this atom remains stationary in this 

vibrational mode [222]. Since W-Te bonds are stronger than Mo-Te bonds [234], adding 

W to MoTe2 stiffens the bonds, leading, as in other TMD alloys [231-233], to a blueshift 

of the 𝐴1𝑔 mode. Interestingly, in contrast to other TMD alloys [230-233], we observe a 

blueshift of the 𝐸2𝑔
1  mode for 1L and 2L of the alloy compared to the MoTe2 crystal. This 

blueshift also results from the increased bond strength, which apparently outweighs the 

influence of the increase in mass. 

 

 

Figure 4.3: Raman spectra of 1L to 4L and bulk Mo0.91W0.09Te2 (modes labeled according 

to bulk notation) for excitation wavelengths of (a) 532 nm, (b) 633 nm, and (c) 785 nm. 

The spectra are vertically offset for clarity. 

 

Next, we examine the relative intensities of the Raman modes for different layer 

thicknesses in both materials. For 532 nm excitation, for both MoTe2 and Mo0.91W0.09Te2 

crystals of all thicknesses, the 𝐸2𝑔
1  mode is stronger than all other modes. The 𝐴1𝑔 mode is 

strongest for 1L and becomes much weaker with increasing thickness (Figure 4.3a, Figure 

4.4a). For 633 nm excitation, the 𝐴1𝑔 mode is enhanced compared to the 𝐸2𝑔
1  mode for 1L 

samples of both materials.  We attribute the strength of this mode to a resonance effect 

associated with the excitation photon energy being close to that of the 𝐴′ or 𝐵′ excitons in 

the material (see Figure 4.5 for the 𝐴′ and 𝐵′ peak positions) [225,226]. For 2L crystals, 
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the 𝐴1𝑔 and 𝐵2𝑔
1  modes are comparable in intensity, but weaker than the 𝐸2𝑔

1  mode. For 3L 

and 4L crystals, the 𝐴1𝑔 mode splits into 2 peaks [𝐴1𝑔(𝑅1) and 𝐴1𝑔(𝑅2)], known as 

Davydov splitting [225,235], which are stronger than the 𝐵2𝑔
1  mode (see Figure 4.3b). The 

ratio of the 𝐵2𝑔
1  to 𝐸2𝑔

1  mode can also be used to identify thickness in few-layer crystals 

using both 532 and 633 nm excitation [202,223].  

 

 

Figure 4.4: Raman spectra of 1L to 4L and bulk MoTe2 (modes labeled according to bulk 

notation) using laser excitation wavelengths of (a) 532 nm, (b) 633 nm, and (c) 785 nm. 

The spectra are offset for clarity. 

 

Using 785 nm excitation, we observe that the 𝐸2𝑔
1  mode is much weaker than the 𝐴1𝑔 

mode for all layer thicknesses. For the thicknesses we have measured, the 𝐴1𝑔 mode is 

weakest for 2L and strongest for 4L crystals in both Mo0.91W0.09Te2 and MoTe2 (see Figure 

4.3c and Figure 4.4c). The reason for this non-monotonic change of the intensity of the 𝐴1𝑔 

mode with increasing thickness is unclear. The 𝐵2𝑔
1  mode does not appear in the 785 nm 

Raman spectra for any crystal thickness, as in the case of MoS2 and MoSe2 for excitation 

energies far from the 𝐶 electronic resonance (see Figure 4.5 for the 𝐶 peak position) 

[224,236]. Calculations have shown that the 𝐴 and 𝐵 excitons have wave functions that are 

mainly confined to the individual layers [224,236], and it has been predicted that for 

excitation energies near the 𝐴 and 𝐵 excitons, the active 𝐵2𝑔
1  mode of the few-layer crystals 

is inactive, as it is for 1L crystals. However, the wavefunction associated with the 𝐶 

transition is calculated to be not confined to individual layers [237,238]. Hence, excitation 
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nearer to the 𝐶 feature, in this case 532 and 633 nm, yields Raman spectra with stronger 

𝐵2𝑔
1  modes. The comparisons of the Raman spectra with three different excitation 

wavelengths presented here provides a rapid means of determining the thickness of 

ultrathin layers of Mo0.91W0.09Te2 and MoTe2. 

 

Table 4.1: Raman peak positions of 1L and 2L MoTe2 vs. Mo0.91W0.09Te2 using laser 

excitation wavelengths of 532 nm, 633 nm, and 785 nm. All peak positions are in cm-1. 

The modes are labeled according to the bulk notation. 

 

Wavelength 

of Laser 
Mode 

1L 2L 

MoTe2 Mo0.91W0.09Te2 MoTe2 Mo0.91W0.09Te2 

532 nm 

A1g 171.5 171.8   

E1
2g 235.5 236.6 234.6 234.5 

B1
2g   290.3 289.3 

 

633 nm 

A1g 171.0 171.8 171.7 172.5 

E1
2g 235.0 236.1 233.9 234.4 

B1
2g   289.5 289.1 

 

785 nm 
A1g 171.3 172.2 172.2 172.8 

E1
2g 234.9  234.3 234.6 

 

4.3.3 Photoluminescence and Absorption Spectroscopy of Mo0.91W0.09Te2 

We have performed PL measurements to study the band structure of Mo0.91W0.09Te2. 

Figure 4.5a displays the PL spectra of 1L to 4L and bulk Mo0.91W0.09Te2 supported on 

PDMS substrates. We see that the PL intensity decreases, the peak position redshifts, and 

the spectral width (full width at half maximum) increases with increasing layer thickness. 

The 1L spectrum exhibits a single emission peak, with the maximum located at 1.10 eV 

and a width of 48 meV. The width of the 2L is 20 meV greater than that of the 1L. For the 

bulk, we find a much broader and weaker PL feature peaked at 0.98 eV.  
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Figure 4.5: (a) PL spectra of 1L to 4L and bulk Mo0.91W0.09Te2. 1L to 4L spectra are 

vertically offset for clarity. Black arrows indicate the width of 48 meV of the 1L spectrum. 

(b) Reflection contrast (Δ𝑅/𝑅) spectra for 1L to 3L Mo0.91W0.09Te2. (c) Comparison of the 

𝐴 exciton and PL peak positions as a function of crystal thickness. (d) Absorption spectrum 

for the 1L in the near-IR, shown in terms of absorption for a free-standing layer. The green 

curve shows the contributions of the 𝐴 and 𝐵 excitons to the spectrum based on a fit (dotted 

line) to the experimental data. 

 

In order to comment on the nature of the peaks observed in the PL spectra and 

understand the changes with increasing material thickness, we have also measured the 

reflection contrast (Δ𝑅/𝑅) spectra of 1L to 3L Mo0.91W0.09Te2 on PDMS substrates, as 

displayed in Figure 4.5b, to probe their absorption spectra (see Section 4.3.1 for details on 

the reflection contrast measurements). We expect to observe only direct optical transitions 

in the reflection contrast spectrum since the indirect transitions produce only weak 

contributions to the absorption spectrum. Several features are observed in the spectra of 

Figure 4.5b, and we expect them to arise from mechanisms similar to those in MoTe2. Thus, 

we have labeled them according to the bulk assignments of Wilson and Yoffe [49] as was 

previously done for the case of MoTe2 [62]. These spectroscopic features are associated 

with transitions in different parts of the Brillouin zone of Mo0.91W0.09Te2. The 𝐴, 𝐵 and 𝐴′, 

𝐵′ pairs have been identified as excitonic transitions with the 𝐴-𝐵 splitting arising from 

spin-orbit interactions [49,76]. As for other TMD monolayers, the 𝐴 and 𝐵 peaks are 

assigned to excitonic peaks associated with the lowest direct optical transition at the 𝐾-

point [239-241]. The 𝐶 and 𝐷 features have been attributed to regions of parallel bands 

near the 𝛤 point of the Brillouin zone of bulk MoTe2 [242] and to similar parallel bands in 

monolayers of other TMDs [237,243]. 
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We now compare the PL and reflection contrast response of Mo0.91W0.09Te2 for 

different thicknesses. Figure 4.5b shows that the reflection contrast increases and the 𝐴 

exciton redshifts with increasing thickness. The PL spectra in Figure 4.5a show that the 

peak position also redshifts; however, the rate of the redshift of the PL peak is faster than 

that of the 𝐴 exciton and the intensity of the PL peak decreases as opposed to that of the 𝐴 

exciton. We report the position of the 𝐴 exciton and the PL peak position as a function of 

thickness in Figure 4.5c. The 𝐴 exciton redshifts by 33 meV to 1.067 eV from 1L to 2L 

and continues shifting gradually with increasing thickness. However, the PL peaks redshift 

more than the 𝐴 exciton peaks; the two peaks are separated by 5 meV for 1L, but by 45 

meV for 4L. 

We attribute this large difference in the shift between the absorption and emission 

features to the emergence of an indirect transition at lower energies than the 𝐴 exciton with 

increasing thickness, as observed in other semiconducting TMDs [244,245]. We expect the 

indirect band gap to contribute to PL, but not significantly to the absorption spectrum. We 

thus conclude that 1L Mo0.91W0.09Te2 exhibits a direct band gap, unlike the crystals thicker 

than 2L, in accordance with the behavior of its MoTe2 counterpart. The PL intensity of the 

1L crystal is about three orders of magnitude greater than that of the bulk, due to the direct 

optical gap transition of the former. Even though the PL intensity is significantly weaker 

for 2L than it is for 1L, since the PL peak and the 𝐴 exciton are separated by only 10 meV, 

the assignment of the 2L material as indirect gap is unclear. However, the 20 meV increase 

in the width of the PL and 𝐴 exciton peaks of 2L as compared to 1L strongly indicates the 

presence of a scattering channel for the 𝐴 exciton in the 2L. We also note that there have 

been different opinions on the nature of the 2L MoTe2 band gap, both at room [62,203] and 

low temperatures [202]. 

The near-IR part of the 1L absorption spectrum is shown in greater detail in Figure 

4.5d. We find that the 𝐴 and B features are located at 1.10 eV and 1.38 eV, respectively. 

The corresponding features appear at similar energies of 1.10 eV and 1.35 eV, respectively, 

for 1L MoTe2 [62]. We note that the direct gap, or 𝐴 exciton, position in Mo0.91W0.09Te2 is 

not very different from that of MoTe2, which is compatible with the fact that for a given 

chalcogen (S, Se), the band gaps of Mo and W dichalcogenides are quite similar [220]. The 

𝐴-𝐵 splitting for 1L is found to be 276 meV, which is slightly greater than the MoTe2 value 
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of 250 meV [62]. We attribute this increase to the presence of W, since dichalcogenides of 

W have significantly higher 𝐴-𝐵 splitting than those of Mo [220,246,247]. Thus, our PL 

and reflection measurements have revealed that 2H Mo0.91W0.09Te2 is a semiconducting 

material like 2H MoTe2. 

 

4.4 Strain-Dependent Measurements of 1L Mo0.91W0.09Te2 and MoTe2 

To gain further insight into the band structure of 1L MoTe2 and Mo0.91W0.09Te2, we 

perform strain-dependent PL measurements on these materials. After the exfoliation and 

transfer processes, as explained in Section 4.2.4, we pattern metal strips by electron beam 

(e-beam) lithography and deposit 10 nm Cr/30 nm Ag by e-beam evaporation onto the 

crystals to clamp them to the substrate, as shown in Figure 4.6a-b. We apply uniaxial in-

plane tensile strain to a flexible substrate using a two-point bending apparatus. The 

strain, 𝜖, is calculated as 𝜖 =   /(2𝑅), where   = 250 µm is the thickness of the PEN and 

𝑅 is the radius of curvature of the bent substrate, determined from photos taken at each 

strain level (Figure 4.6c). We use PEN or PETG substrates for the optical measurements 

on the bending platform with strain due to their high Young’s moduli of ~5 GPa [248,249]. 

 

Figure 4.6: Optical image of (a) Mo0.91W0.09Te2 and (b) MoTe2 clamped to PEN with metal 

strips. (c) Two-point bending apparatus used for applying tensile strain. The strain is 

calculated from the formula shown, with the radius of curvature determined from the photo 

taken at each strain level. 

 

Figure 4.7a-b shows the PL measurements of 1L Mo0.91W0.09Te2 and MoTe2 as a 

function of strain. As the strain increases, the PL peak redshifts, corresponding to a 

decrease in the band gap. For Mo0.91W0.09Te2, the PL peak shifts from 1.09 eV at 0% strain 

to 1.02 eV at 2.3% strain or -30 meV/% strain. For MoTe2, the PL peak shifts from 1.08 

eV at 0% strain to 1.01 eV at 2.1% strain or -33 meV/% strain. The widths of the 

Mo0.91W0.09Te2 and MoTe2 PL peaks decrease from 63 meV and 59 meV, respectively, at 
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0% strain to minimum values of 49 meV and 42 meV, respectively, with strain. Figure 4.7c 

shows how the 1L MoTe2 PL peak energy and spectral widths vary with strain.  

 

Figure 4.7: PL spectra of 1L (a) Mo0.91W0.09Te2 and (b) MoTe2 under different amounts of 

uniaxial tensile strain. All spectra are vertically offset for clarity. (c) The dependence of 

the peak energy and spectral width of 1L MoTe2 on strain. (d) Schematic band structure of 

strained and unstrained 1L MoTe2, showing changes in the energy separation between the 

minima of the 𝐾 and 𝑄 valleys in the conduction band. 

 

To account for the unexpected decrease of the width of the emission peak in the PL 

spectra with increasing strain for both materials, we can identify three possible factors: 1) 

the contribution to PL from trions is suppressed, 2) the material conforms better to the 

flexible substrate (after being transferred), reducing inhomogeneous broadening, or 3) 

exciton-phonon scattering is partially suppressed. 

We first consider the suppression of trion emission due to strain. Trions are not 

expected to contribute much to absorption unless the sample is heavily doped [250,251]. 

However, trions can still contribute appreciably to PL since they are more stable even at 

room temperature due to their high binding energy of about 25 meV [204,205]. Therefore, 

if suppression of trion PL caused the reduction in the linewidth, we would not expect to 

see a parallel narrowing in the absorption feature with strain. However, our measurements 

show a similar decrease in the width of the absorption and PL features, thus ruling out this 
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mechanism. Figure 4.8 shows strain-dependent absorption and PL of 1L Mo0.91W0.09Te2 

and Figure 4.9 shows the extracted peak energy and linewidths of the absorption and PL 

spectra corresponding to Figure 4.8.  
 

 

Figure 4.8: Strain-dependent (a) absorption and (b) PL measurements of 1L Mo0.91W0.09Te2 

on PDMS (as-exfoliated, before transferring onto PETG), on PETG (after transfer) and 

with increasing strain. The spectra are vertically offset. Intensities of the measurements on 

PDMS were adjusted to match the PETG due to their different refractive indices which 

result in different electric field enhancement on their surfaces.  

 

 

Figure 4.9: (a) Peak energy and (b) line widths of absorption and PL spectra corresponding 

to Figure 4.8. 
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Second, we consider the possibility that the material conforms better to the substrate 

under strain, leading to a reduction of inhomogeneous broadening. We first observe that 

the width of the emission feature of strained 1Ls drops to a value as low as 42 meV (Figure 

4.7c), which is less than that of any as-exfoliated samples (for which the width is around 

47-50 meV) [62,203]. Further, similar measurements on 1L WSe2 by Schmidt et al. have 

demonstrated that the strain-induced narrowing of the spectral widths is reversible upon 

the release of strain [252]. This observation suggests that the elimination of 

inhomogeneities alone cannot account for line narrowing in their case, as the 

inhomogeneities are not expected to recover fully when the strain is released. Hence, we 

do not expect this mechanism to explain our observations. 

Third, we consider the effect of strain on the exciton-phonon coupling. As we know 

from the current and earlier studies, 1Ls of both materials have direct optical gaps 

[62,202,203,253]. However, the 1L has an indirect transition at a slightly higher energy 

than that of the 𝐴 exciton, which is known from band structure calculations and from 

extrapolating the energy of the indirect gap as compared to that of 2L and thicker crystals 

[62,202,203,253]. Moreover, the energy separation between the minima of indirect 𝑄 (also 

known as T) [254,255] and direct 𝐾 valleys, Δ𝐸𝑄𝐾 , in the conduction band will increase 

with uniaxial (as well as biaxial) strain in similar material systems [207,208,256-258]. This 

is illustrated in Figure 4.7d, which shows a schematic band structure of strained and 

unstrained 1L MoTe2. However, scattering of an electron from the 𝐾 to 𝑄 valley requires 

the absorption of a phonon. This becomes less likely with increasing Δ𝐸𝑄𝐾 . Therefore, we 

infer from our results that a weakening in the exciton-phonon intervalley scattering is 

mainly responsible for the decrease in the spectral linewidths.  

Figure 4.9b shows that the spectral linewidths at 0.0% and 1.0% strain are about Γ(𝜖 =

0.0%) = 47 meV and Γ(𝜖 = 1.0%) = 41 meV, respectively. The change in linewidth is 

then ΔΓ = 6 meV. If we express the total linewidth, Γ, as follows: 

 Γ = Γ𝑟𝑎𝑑 + Γ𝐾−𝑄 + Γ𝐾−𝐾  (6) 

where Γ𝑟𝑎𝑑, Γ𝐾−𝑄 and Γ𝐾−𝐾 are contributions to the linewidth broadening due to the 

radiative decay, exciton-phonon intervalley scattering from 𝐾 to 𝑄 valley, and intravalley 

scattering within the 𝐾 valley, respectively [219,259]. Assuming Γ𝑟𝑎𝑑 and  Γ𝐾−𝐾  change 
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only insignificantly with 1% strain, we conclude that Γ𝐾−Q is larger than about 6 meV 

[260]. Therefore, an upper limit on the lifetime of the exciton-phonon scattering from 𝐾 to 

𝑄 of 1L MoTe2 and Mo0.91W0.09Te2, τ𝐾−Q, can be estimated as follows: 

  𝐾−𝑄 =
ℏ

Γ𝐾−𝑄
≲ 110 𝑓𝑠 (7) 

The ability to suppress phonon absorption indicates that 𝑄 and 𝐾 states are within a 

few times the phonon energy and the highest energy phonon to mediate such scattering [the 

𝐿𝑂(𝐸′) mode] is about 30 meV [221,254,261]. Thus, we predict that Δ𝐸𝑄𝐾  of the 

unstrained 1Ls is not much larger than 30 meV. We expect the linewidth narrowing effect 

via tensile strain to be smaller (larger) for MoS2 (WSe2 and WS2), for which Δ𝐸𝑄𝐾  is 

predicted to be larger (smaller) than that in MoTe2 [254,261].  

Here we note an advantage of a strain-dependent study over a temperature-dependent 

one. Strain, like temperature, can modify the band structure, but in the former case without 

significantly affecting the population of phonons. We also note that it is typically assumed 

that the relative energy of different valleys is not affected by temperature. This is not 

always correct as lowering the temperature has a similar effect to biaxial compressive strain 

[262]. Therefore, tuning the bands of nearly direct or indirect gap semiconductors via strain 

will provide more insight about the band structure and can help interpret the temperature-

dependent studies on the spectral linewidths of TMDs [204,252,259,263]. 

Finally, we would like to consider the implications of weaker exciton-phonon 

scattering for electron transport. There have been calculations of the enhancement of 

transport properties in group VI TMDs due to the change in the relative energies of 𝐾 and 

𝑄 valleys in the conduction band under tensile strain, leading to a reduction in electron-

phonon scattering [207,264]. We propose that this effect should be larger for MoTe2 than 

MoS2, as the former has a smaller value for Δ𝐸𝑄𝐾 . A similar phenomenon has been 

exploited to enhance the electron mobility of silicon transistors, where the intervalley 

energy separation increases with tensile strain, leading to reduced intervalley electron-

phonon scattering [265,266]. 
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4.5 Comparison of Electrical Transport of Mo0.91W0.09Te2 and MoTe2 

We have also performed preliminary electron transport measurements of few-layer (3-

12 nm) MoTe2 and Mo0.91W0.09Te2 transistors to compare their electrical properties. All 

devices have channel lengths of ~1 μm, Au source/drain contacts, 90 nm SiO2/Si (p++) back 

gates, and 20 nm aluminum oxide (AlOx) capping layers (see Figure 4.10a for a schematic 

of the devices). Figure 4.10b-c shows comparisons of their drain current (ID) vs. gate 

voltage (VG) transfer curves. Without accounting for contact resistance, the estimated field-

effect mobilities of the MoTe2 transistors are μFE ~32 cm2/(Vs) and ~26 cm2/(Vs), and for 

Mo0.91W0.09Te2 transistors μFE ~24 cm2/(Vs) and ~20 cm2/(Vs). The MoTe2 transistors tend 

to have higher maximum drive currents at VG = 30 V, despite slightly higher threshold 

voltages (see Figure 4.10b-c). However, given differences in thickness and variability in 

contact resistance (well-known with TMDC transistors) [51], it is difficult to determine 

whether Mo0.91W0.09Te2 has poorer transport properties compared to MoTe2; such sample-

to-sample variation can be seen even among nominally “identical” TMDC transistors. 

Further measurements must be performed on Mo1-xWxTe2 devices with multiple channel 

lengths, contact metals, and compositions to draw more definitive conclusions and to 

exclude any differences stemming from device-to-device variation. 

 

Figure 4.10: (a) Device cross-section diagram. (b) Linear and (c) log scale plots showing 

measured drain current (ID) vs. gate voltage (VG) transfer curves of two few-layer 

Mo0.91W0.09Te2 (red) and two few-layer MoTe2 (blue) transistors with channel lengths of 

~1 μm. The double curves show the forward and backward ID-VG sweeps. 

 

4.6 Conclusion 

In summary, we have characterized single crystal 2H Mo0.91W0.09Te2 down to 

monolayer thickness with photoluminescence, absorption, and Raman spectroscopy. We 
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have determined that atomically thin 2H Mo0.91W0.09Te2 is a semiconductor with similar 

optical properties to MoTe2; the monolayer possesses a direct optical band gap at 1.10 eV, 

and the thicker layers become indirect. The presence of W in the alloy alters the band 

structure, as observed by absorption measurements, and can be studied further by Raman 

spectroscopy, particularly using resonant excitation [267]. Given that this alloy is closest 

in W-content to the 2H to 1T’ phase transition [215], it may be a promising material for 

phase-change memory applications. We have manipulated the band structure of monolayer 

MoTe2 and Mo0.91W0.09Te2 via tensile strain up to 2.3% and have lowered the optical band 

gap of these materials to near 1 eV. We have thus extended the optical range of group VI 

TMD monolayers further into the near-infrared (NIR) region. We have also observed that 

the relative energy separation between valleys changes with strain, and that exciton-phonon 

intervalley scattering can also be manipulated in this fashion. We attribute the reduced 

spectral linewidth of the 𝐴 exciton under tensile strain to a decrease in the rate of exciton-

phonon scattering. This suggests a corresponding decrease in the electron-phonon 

scattering rate and a potential improvement in the electrical transport properties in these 

materials with tensile strain. 
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Chapter 5  

 

Strain Engineering of 1L MoS2 Transistors 

 

5.1 Introduction 

Transition metal dichalcogenides (TMDs) have gained interest for electronic and 

optoelectronic devices due to their atomically thin nature and pristine interfaces that lack 

dangling bonds [38]. Molybdenum disulfide (MoS2) is particularly promising because of 

its high-quality monolayer (1L) film growth [53], stability [52], and good n-type electrical 

performance due to Fermi level pinning near the conduction band [50,51]. However, the 

electrical properties, including drive current, mobility, and contact resistance, of MoS2 and 

other TMD-based devices must be improved for them to compete with existing 

technologies based on silicon. Many techniques have been implemented to improve the 

electrical properties of TMD-based transistors such as contact engineering [50,51,94] and 

channel doping [54,84-86], and strain engineering has been proposed as another method to 

improve performance.  

Strain engineering has been used to improve the current and mobility in silicon metal 

oxide semiconductor field-effect transistors (Si MOSFETs) since the 90 nm technology 

node [12-14]. In Si FETs, uniaxial compressive strain to pMOS transistors is realized 

through selective growth of silicon germanium (SiGe) at the source and drain regions, 

while nMOS transistors achieve uniaxial tensile strain via nitride encapsulation layers 

[13,14]. Reduced electron effective mass and scattering due to band splitting in the 

conduction band, and reduced hole effective mass due to band warping in the valence band 

lead to enhanced mobility with strain [13,14,268]. Experimental and theoretical studies 

have shown that strain can also modify the band structure and phonon dispersion of TMDs 

[77,87,89,106,107,257,258,269-276]. Strain engineering is promising for TMDs because 

they are extremely sensitive to external perturbations and can withstand much higher 

strains than bulk materials, suggesting their suitability for applications in flexible 

electronics [78,103].  
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In particular, tensile strain has been predicted to improve the electrical properties of 

MoS2 transistors. Tensile strain results in changes to the band structure, affecting the band 

gap, energy minima and separation between valleys, and carrier effective masses, which 

can lead to improved mobility and drive current [258,269,271,272]. However, most studies 

to date have focused on optical measurements such as photoluminescence and Raman 

spectroscopy of MoS2 with strain, reporting changes in optical band gap and phonon mode 

energies [77,270,274,277-279]. Some studies have also shown measurements of two-

terminal devices based on MoS2 as a function of strain, utilizing the piezoresistive property 

of MoS2 for strain sensing applications [106-110]. Few studies have experimentally 

demonstrated electrical measurements of MoS2 transistors as a function of strain 

[257,273,280,281], and none have reported improvements in mobility due to strain in 1L 

MoS2.  

In this work, we study the effect of uniaxial tensile strain on the electrical performance 

of 1L MoS2 transistors fabricated on flexible substrates. We use Raman spectroscopy to 

verify the amount of applied strain, and photoluminescence (PL) spectroscopy to measure 

the change in the optical band gap of MoS2. We demonstrate an improvement in field-

effect mobility (μFE) and drain current (ID) up to 2x with ~0.7% applied strain, representing 

the largest improvement in electrical performance for a TMD using strain to date. Finally, 

we show that these transistors could be useful as strain sensors because they have voltage-

dependent gauge factors up to 200, larger than most conventional strain sensors based on 

bulk materials and most 2D-based strain sensors. 

 

5.2 Device Fabrication and MoS2 Transfer Process 

5.2.1 Fabrication of 1L MoS2 Transistors 

We fabricate transistors with local back-gates on polyethylene naphthalate (PEN), a 

flexible and transparent plastic substrate. The steps described for fabricating our MoS2 

transistors are depicted in Figure 5.1, with schematics included for each step in the process. 

First, we define Cu (28 nm)/Au (5 nm) back-gates by optical lithography and deposit them 

via electron beam (e-beam) evaporation. Then, we deposit ~20 nm aluminum oxide (Al2O3) 

as the gate dielectric by atomic layer deposition (ALD) using a Savannah S200 from 

Cambridge Nanotech with trimethyl alumina (TMA) and H2O as precursors, for 200 cycles. 
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The temperature of the chamber during deposition is 130 °C due to the thermal limitation 

of our substrates.  

Next, we transfer 1L molybdenum disulfide (MoS2), grown by chemical vapor 

deposition (CVD) on SiO2/Si substrates [53], onto the Al2O3 using a polymer-assisted 

transfer process [102] (see Section 5.2.2 for details on the transfer process). Au (55 nm) 

contacts are then defined and e-beam evaporated to form the source and drain of the 

transistors. We also define and evaporate Ti (3 nm)/Cu (30 nm)/Au (5 nm) pads connected 

to the Au contacts for device probing. Finally, the MoS2 is patterned and etched into 

rectangles to form the channels using a gentle O2 plasma in a Drytek2 chamber at 150 mtorr 

with 100 sccm O2 at a power of 50 W for 45 seconds. Figure 5.2a-b shows a schematic and 

top-down optical image of one of the MoS2 transistors with staggered geometry (i.e. gate 

under the channel and source and drain contacts above the channel). The triangles observed 

in the optical image of Figure 5.2b are bilayer (2L) MoS2 regions [53]. The transparency 

of the sample is evident in Figure 5.2c, where the green color in the white box corresponds 

to the transferred MoS2 film. 

 

Figure 5.1: Summary of steps used to fabricate MoS2 transistors on flexible substrates. 

 

1. Pattern and evaporate local 

metal back-gates (BG)

2. Deposit Al2O3 by ALD 

at 130°C, 200 cycles

3. Transfer MoS2 using 

PMMA/polystyrene and 

H2O + NaOH

4. Pattern and evaporate Au 

source and drain contacts

5. Etch MoS2 with O2

plasma to define channel

PEN

Cu/Au BG

PEN

Cu/Au BG
Al2O3

PEN

Cu/Au BG
Al2O3

PEN

Cu/Au BG
Al2O3

Au AuPEN

Cu/Au BG
Al2O3

Au Au



79 

 

 

Figure 5.2: (a) Schematic of local back-gated (BG) monolayer (1L) MoS2 transistor on a 

polyethylene naphthalate (PEN) flexible substrate, with Au source/drain contacts and an 

Al2O3 gate dielectric. (b) Top-view optical image of 1L MoS2 device with a length (L) of 

8 μm and width (W) of 20 μm. (c) Picture of sample (on a cleanroom wipe) taken after 

fabrication was completed, with the green color within the white box corresponding to the 

transferred MoS2 film. 

 

5.2.2 MoS2 Transfer Process 

We describe the steps used to transfer MoS2 grown by CVD onto polyethylene 

naphthalate (PEN) substrates as follows. 

1. Place thin strips of tape (Nitto Denko RevAlpha series thermal release tape or Kapton) 

on all four edges of sample with MoS2 grown by CVD on SiO2/Si substrate. 

2. Spin-coat 2% PMMA at 2500 rpm for 1 minute and bake for 45 seconds at 135 °C. 

3. Spin-coat polystyrene (PS) dissolved in toluene (PS/toluene 3 g/20 mL) at 2000 rpm 

for 1 minute, and then bake for 5 minutes at 85 °C. 

4. Remove tape very carefully from edges of sample. 

5. Place MoS2 sample with polymer support layers in a beaker of water. Agitate sample 

in water to cause delamination of MoS2/polymer stack from growth substrate. Use 

tweezers to poke edges of the polymer stack to initiate delamination from substrate. 

6. If MoS2/polymer stack does not delaminate in water, place sample in a beaker of 1M 

NaOH for a few minutes to etch SiO2 and promote delamination. After the 

MoS2/polymer stack begins to delaminate from the substrate, return the sample to a 

fresh beaker of water. Return to step 5 until the entire sample has delaminated from the 

substrate. 

7. After MoS2/polymer stack has delaminated from the growth substrate, it will float on 

the water. Use the PEN (or another target substrate) to pick up the floating sample. 

Au Au
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8. Carefully blow a N2 gun perpendicular to the sample to remove water trapped between 

the MoS2 and new substrate. 

9. Place the sample on a hot plate at 55 °C for 5 minutes, then increase the temperature to 

85 °C and heat the sample for 5 minutes, and finally increase the temperature to 135 

°C. This gradual increase in temperature is to minimize damage (e.g. bubbles and holes) 

to the 1L after the transfer. When the temperature reaches 135 °C, remove the sample 

from the hot plate. 

10. Place the transferred MoS2 sample in toluene for 12 hours to dissolve the polymers. 

Rinse the sample in acetone and IPA after removing it from toluene. 

 

5.3 Optical Measurements of 1L MoS2 with Strain 

5.3.1 Raman Spectroscopy of Devices 

 

Figure 5.3: (a) Two-point bending apparatus for applying tensile strain to the flexible 

substrates, illustrating the probes used for electrical measurements. (b) Image of bent 

substrate which is used to calculate amount of applied strain ε = τ/(2R), where τ is the 

thickness of the substrate and R is the radius of curvature of the bent substrate. 

 

We apply strain to our MoS2 transistors using a two-point bending apparatus and by 

controlling the distance between the two ends of the substrate, as shown in Figure 5.3a. 

The equation used to estimate strain (𝜀) is 𝜀 =  (2𝑅)⁄ , where   is the thickness of the PEN 

substrate (125 μm) and R is the radius of curvature of the bent substrate (see Figure 5.3b) 

[282]. The amount of strain applied to the MoS2 is confirmed via Raman spectroscopy. The 

E’ peak (E1
2g for bulk) at ~384 cm-1 corresponds to an in-plane vibrational mode, and the 

A1’ (A1g for bulk) peak at ~403 cm-1 corresponds to an out-of-plane vibrational mode 

[283,284]. Tensile strain increases the bond lengths and weakens the bonds, leading to a 

softening of the phonon modes and thus a redshift in the corresponding Raman peak 

2R

= 125 μm

(a) (b)
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[77,87,276,282]. The peak shift of the E’ mode is much larger than that of the A1’ mode, 

because in-plane strain affects the in-plane more than the out-of-plane Raman modes 

[77,106,270,274]. We are unable to conclude if the MoS2 after device fabrication initially 

has built-in tensile or compressive strain from the growth and transfer processes, because 

Al2O3 and Au are both known to cause peak shifts in the Raman and PL spectra of MoS2 

[285-287]. 

 

Figure 5.4: (a) Raman spectra of the device from Figure 5.2b at different levels of strain. 

The E’ Raman peak redshifts with strain and returns to its initial position upon release of 

strain. Box plots showing (b) E’ and (c) A1’ Raman peak positions of 10 devices. The 

figures include data averaged from ~5 spots across the channels of all devices and show 

Raman peak positions before applying strain, with 0.7% strain, and after the strain returns 

to 0%. 

 

Figure 5.4a shows the Raman spectra of the MoS2 device from Figure 5.2b without 

applied strain (blue) and with ~0.7% tensile strain (red). We perform Raman measurements 

on four locations across the channel of the device but only include one representative 

spectrum at each strain level here for clarity. The data are fit to a superposition of 

Lorentzian and Gaussian peaks. The E’ peak clearly redshifts with ~0.7% applied tensile 

strain. The positions of the E’ peaks without and with applied strain are 384.6 ± 0.3 cm-1 

and 383.0 ± 0.2 cm-1, respectively. This corresponds to a peak shift of ~2.3 ± 0.2 cm-1/% 

strain, which is comparable to that of other studies [106,270,288]. The cyan curve, 

representing the measurement after strain is released, matches very well with the initial 0% 

(blue) curve. As expected, the peak shift in the A1’ Raman peak is much lower (1.0 ± 0.3 

cm-1/% strain) than that of the E’ peak. This shift may be partially due to altered substrate 

interactions rather than purely a direct strain effect on the out-of-plane bonds [285].  
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Figure 5.4b-c illustrates the E’ and A1’ peak position data for 10 devices. The data are 

presented as box plots for 0%, 0.7%, and back to 0% strain. For each device, we averaged 

the Raman peak positions over ~5 spots in the channel region. The average E’ peak position 

across all 10 devices after device fabrication, with 0.7% strain, and after the strain is 

released is ~384.6 ± 0.1 cm-1, ~382.8 ± 0.4 cm-1, and ~384.6 ± 0.2 cm-1, respectively. We 

note that some studies report peak splitting of the degenerate E’ Raman mode with tensile 

strain due to breaking the symmetry of the crystal [77,274]. Our samples did not exhibit 

such behavior in the Raman spectra, likely because the MoS2 did not experience large 

enough strains. 

 

5.3.2 Photoluminescence (PL) Spectroscopy of Devices 

We also perform photoluminescence (PL) spectroscopy as a function of strain on our 

MoS2 devices. Figure 5.5a displays the PL spectra of the MoS2 device from Figure 5.2b at 

0% (blue), 0.4% (magenta), 0.6% (red), and back to 0% strain (cyan). The experimental 

data and fits to the data using Lorentzian distributions are included in the plot. The A 

exciton peak observed at ~1.8 eV arises due to the lowest energy transition at the K-point 

in the conduction and valence bands [49,76]. The weaker peak at ~2 eV is due to the B 

exciton, which arises from spin-orbit splitting in the valence band [49,76]. Figure 5.5b 

displays a schematic band diagram of 1L MoS2 with the A and B transitions. As expected, 

the A exciton, which corresponds to the energy of the optical band gap of MoS2, redshifts 

with strain because of a decrease in the optical band gap (see Figure 5.5a). This reduction 

in band gap results from increased interlayer atomic distance, which changes the 

superposition of atomic orbitals and the energy states [78,87,275,289]. The A exciton peak 

positions at 0%, 0.4%, 0.6%, and back to 0% strain are 1.810 ± 0.006 eV, 1.790 ± 0.004 

eV, 1.772 ± 0.004 eV, and 1.811 ± 0.005 eV, respectively. Therefore, the peak shift of the 

A exciton peak is ~63 ± 10 meV/% strain for this device. This is similar to that of other 

experimental studies demonstrating PL of MoS2 with strain [77-79].  

Figure 5.5c shows the position of the A exciton peak at 0%, 0.4%, 0.6%, and back to 

0% strain (cyan box plot). Each box plot represents data from 7 transistors, and for each 

transistor we averaged the peak position over 3 spots in the channel region. The average A 

exciton peak position across all devices at 0% strain, 0.4% strain, 0.6% strain, and back to 
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0% strain is 1.813 ± 0.004 eV, 1.793 ± 0.005 eV, 1.773 ± 0.005 eV, and 1.814 ± 0.005 eV, 

respectively. 

 

Figure 5.5: (a) Photoluminescence (PL) spectra of the device from Figure 5.2b at different 

levels of strain. The A exciton peak redshifts with strain and returns to its initial position 

upon release of strain. The line at ~1.96 eV is due to the Raman filter in the system. (b) 

Schematic band diagram of 1L MoS2 showing the optical band gap (EG,optical) and the A 

and B excitons. (c) Box plots showing the A exciton peak position from PL measurements 

as a function of strain, including after the strain is released (cyan box plot). Each box plot 

includes data from 3 spots across the channels of 7 devices. 

 

5.4 Electrical Performance of 1L MoS2 Transistors with Strain 

5.4.1 ID-VGS and ID-VDS Measurements 

In addition to optical measurements, we perform electrical measurements of our 

devices as a function of strain. Our set-up enables direct probing of our samples under 

strain (see Figure 5.3a) in a vacuum probe station with pressure ~2 × 10-5 torr. We perform 

electrical measurements with a Keithley 4200-SCS using Keithley Interactive Test 

Environment (KITE) software. Figure 5.6a shows drain current vs. gate voltage (ID-VGS) 

measurements of the MoS2 transistor shown in Figure 5.2b (W = 20 μm, L = 8 μm) under 

different levels of applied strain. The blue, purple, yellow, and red curves in Figure 5.6a 

illustrate the forward voltage sweeps of the ID-VGS measurement of the device with 0%, 

0.4%, 0.6%, and 0.7% applied strain, respectively. The solid lines correspond to data 

plotted on a log scale (left y-axis), and the dashed lines correspond to the same data plotted 

on a linear scale (right y-axis). The on-state current increases for each successive 

measurement and then returns to the initial (unstrained) level upon release of the strain 

(cyan curve in Figure 5.6a). Thus, strain does not have a permanent effect on the device 

characteristics. The reverse voltage sweeps of all measurements are removed for clarity 
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here but displayed in Figure 5.7. The difference between the forward and reverse voltage 

sweep measurements points to hysteresis in the device, likely arising from electrostatic 

screening by H2O and O2 adsorbates trapped at the MoS2-Al2O3 interface during the 

transfer process [173]. The gate current remains low (<1.2 nA) across all VGS and strain 

levels, indicating that there is not much leakage current through the gate dielectric (see 

Figure 5.7).  

 

Figure 5.6: (a) Transfer characteristics (ID-VGS) of the device from Figure 5.2b at VDS = 1 

V and different levels of applied tensile strain. (b) Output voltage characteristics (ID-VDS) 

of the device from Figure 5.2b at 0% (solid) and 0.7% (dotted) applied tensile strain, for 

VGS between 1 V and 7 V. 

 

Figure 5.7: ID-VGS curves showing forward (solid lines) and backward (dashed lines) 

sweeps at different levels of strain. The gate current (IG) at different levels of strain is also 

depicted by the dotted lines. 

 

The drain current vs. drain voltage (ID-VDS) measurements of the device at 0% (solid 

lines) and 0.7% strain (dotted lines) are displayed in Figure 5.6b at VGS = 1 V (green curve), 
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VGS = 3 V (magenta curve), and VGS = 5 V (blue curve). These plots include forward and 

backward voltage sweeps with no observable hysteresis, which again suggests that the traps 

are located at the MoS2-Al2O3 interface and are mainly affected by sweeping VGS. As 

before, we observe an increase in ID with strain for the same VDS and VGS. At VGS = 7 V 

and VDS = 5 V, the current ID doubles from ~6 μA/μm to ~12 μA/μm at 0.7% strain.  

 

5.4.2 Field-effect Mobility (μFE) and Drive Current (ID) Improvements 

We also perform strain-dependent electrical measurements of 7 other transistors with 

lengths L = 2 μm to 15 μm on the same sample. We extract the field-effect mobility (μFE) 

from the ID-VGS curves, calculated as 𝜇𝐹𝐸 =
𝑑𝐼𝐷

𝑑𝑉𝐺𝑆

𝐿

𝑊𝐶𝑜𝑥𝑉𝐷𝑆
. We note that the threshold 

voltage (VT) changes with strain (see Figure 5.6a), suggesting that the carrier density is 

changing because of the decreasing band gap [106,290]. To account for shifts in VT, we 

extract μFE at the same carrier density n ~ 1.1×1013 cm-2, where 𝑛 =
𝐶𝑜𝑥

𝑞
(𝑉𝐺𝑆 − 𝑉𝑇 −

𝑉𝐷𝑆

2
). 

We estimate VT using the linear extrapolation method, which uses the voltage intercept of 

a line fit to the ID-VGS curve near the maximum transconductance 𝑔𝑚 =
𝜕𝐼𝐷

𝜕𝑉𝐺𝑆
 [291].  

 

Figure 5.8: (a) Schematic of Au-Al2O3-Au structure for capacitance-voltage (C-V) 

measurements. (b) C-V measurements of an Au-Al2O3-Au device with and without strain. 

The capacitance is normalized by the area of the top and bottom Au electrode overlap. 

 

Cox is the capacitance of the Al2O3 gate dielectric, calculated from capacitance-voltage 

(C-V) measurements of Au-Al2O3-Au structures (see Figure 5.8a) on the same sample as 

the MoS2 transistors. We verify that the capacitance does not change with strain, as shown 
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in Figure 5.8b. We measure a capacitance of ~310 nF/cm2, which we use in our calculation 

of μFE. Using ellipsometry, we estimate an Al2O3 thickness tox ~ 20 nm. We plot the relative 

dielectric constant ϵr for different electrode areas, as displayed in Figure 5.9a. For large 

electrode areas, ϵr converges to ~7 for our deposited Al2O3, based on the equation 𝐶𝑜𝑥 =

𝜖𝑟𝜖𝑜

𝑡𝑜𝑥
, where Cox is normalized by the area of the Au electrode overlap and ϵo = 8.85×10-14 

F/cm. The AC frequency and voltage bias during the measurements are 20 kHz and 30 mV, 

respectively. We measure the breakdown field of the gate dielectric, as shown in Figure 

5.9b, and ensure that our applied electric field across the Al2O3 is kept below ~0.6 V/nm. 

 

Figure 5.9: (a) Plot of relative dielectric constant (ϵR) as a function of area of the Au 

electrode overlap. (b) Current vs. field for a 30 × 30 μm2 Au electrode area, showing a 

breakdown field of ~0.6 V/nm. 

 

The μFE for the initial, 0% strain measurement extracted from the ID-VGS curves in 

Figure 5.6a is ~5.3 cm2V-1s-1, and the μFE at 0.7% strain is ~10.8 cm2V-1s-1. Therefore, we 

achieve a ~2x improvement in μFE at 0.7% strain for this device. We extract μFE at the same 

carrier density (n ~ 1.1 × 1013 cm-2) and ID at the same voltages (VGS = 7 V, VDS = 1 V) and 

plot the data across all devices. Figure 5.10a-b shows μFE and ID normalized to their initial 

values, with the data from all devices represented by box plots. The average improvement 

in μFE at 0.7% strain is 1.85 ± 0.23, and the average improvement in ID at 0.7% strain is 

1.76 ± 0.18. 

Figure 5.11a-b shows absolute values of μFE and ID as a function of strain, with each 

color corresponding to a different device. As before, all values of μFE are extracted at the 

same carrier density n ~ 1.1×1013 cm-2 and VDS = 1 V, and all values of ID are extracted at 

Area = 30x30 µm2tox ~ 20 nm

(a) (b)
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VGS = 7 V and VDS = 1 V. The points on the right side of each plot show μFE and ID after 

the strain returns to 0%. We note that the initial unstrained mobilities are lower than some 

other MoS2 studies [51,53], which we attribute to growth-to-growth variation and 

degradation of the MoS2 after transfer to the flexible substrates. We also perform strain-

dependent electrical measurements on a different set of 1L MoS2 transistors with higher 

initial mobilities, which will be discussed in Section 5.4.3. 

 

Figure 5.10: (a) Field-effect mobility (μFE) and (b) drain current (ID) normalized to the 

initial (unstrained) values for 8 devices as a function of applied strain, with the box plots 

showing the median value across devices (red points), first and third quartiles (blue box), 

and maximum and minimum points (top and bottom lines, respectively). μFE is extracted at 

a carrier density n ~ 1.1×1013 cm-2. ID is extracted at an applied voltage of VGS = 7 V and 

VDS = 1 V. The cyan box plots correspond to the measurements after strain is released. 

 

 

Figure 5.11: (a) Mobility (μFE) and (b) drain current (ID) for 8 different devices at 0%, 

0.4%, 0.6%, 0.7%, and back to 0% strain.  
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We plot normalized μFE and ID at 0.7% strain as a function of length down to 2 μm (see 

Figure 5.12a-b), with no clear trend observed. This suggests that the current enhancements 

are intrinsic to the MoS2 and not related to contact resistance effects. We expect a similar 

improvement in mobility and current for short channel transistors, though contact 

resistance may play a larger role at shorter channel lengths. Further studies with shorter 

channel (L < 1 μm) transistors are needed to determine the effect of strain on short-channel 

devices. We also extract μFE at a lower carrier density (n ~ 4.8×1012 cm-2) to determine if 

n has an effect on the improvement in the electrical performance. The absolute and 

normalized μFE at lower n have slightly lower values but the overall trends are the same as 

at higher n (see Figure 5.13).  

 

Figure 5.12: (a) Normalized μFE and (b) normalized ID at 0.7% strain as a function of 

channel length. 

 

 

Figure 5.13: (a) Mobility (μFE) and (b) normalized mobility (μFE) for 8 different devices at 

0%, 0.4%, 0.6%, 0.7%, and back to 0% strain at a lower carrier density n ~ 4.8×1012 cm-2. 
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5.4.3 Degradation of Devices at Higher Levels of Strain 

Figure 5.11a-b illustrates an improvement in μFE and ID across all devices at 0.4% and 

0.6% strain, with some devices achieving an increase up to 2x. At 0.7% strain, we observe 

additional improvements for most of the devices, but some of the devices degrade slightly 

at this higher level of strain. For measurements of other samples in which the amount of 

strain exceeds 0.7%, we observe a degradation in electrical performance of all devices. 

Figure 5.14a depicts this decrease in mobility at 0.8% strain during the 1st measurement. 

When the strain returns to 0%, the mobility decreases further. However, the 2nd 

measurement (Figure 5.14b) shows an increase in mobility when strain is again applied to 

the devices. These results demonstrate that there is an initial “break-in” of the device when 

the strain exceeds 0.7%, corresponding to a degradation in performance. During 

subsequent measurements, we observe an increase in mobility with strain.  

 

Figure 5.14: Field-effect mobility as a function of strain for devices on a different sample. 

Each curve corresponds to a different device. (a) First measurement of devices at 0%, 0.8%, 

and back to 0% strain, showing a degradation in mobility. (b) Second measurement after 

device “break-in” at 0%, 0.8%, and back to 0% strain, this time showing an improvement 

in mobility at 0.8% strain. 

 

Figure 5.15a-b shows the same trends in current at higher strain, i.e. an initial decrease 

in current with strain during the first measurement and subsequently an increase in current 

with strain during the second measurement. Once the strain is released the second time, the 

current and mobility return to the same levels as before the second measurement. We would 

like to point out that the device measurements displayed in Figure 5.14 and Figure 5.15 

have higher initial unstrained mobilities and drive currents than the device measurements 
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shown in Figure 5.11, but we were unable to further improve the mobility with strain 

because of device degradation. 

 

Figure 5.15: ID as a function of strain for the same devices in Figure 5.14. Each color 

corresponds to a different device. (a) First measurement of devices at 0%, 0.8%, and back 

to 0% strain, showing a degradation in current. (b) Second measurement after device 

“break-in” at 0%, 0.8%, and back to 0% strain, this time showing an improvement in 

current at 0.8% strain. 

 

Figure 5.16: ID-VGS measurements at 0% and 0.3% strain for a transistor with W = 20 μm 

and L = 2 μm on a different sample. The mobility increases from ~25 cm2V-1s-1 at 0% strain 

to ~34 cm2V-1s-1 at 0.3% strain at n ~ 7×1012 cm-2. 

 

We also perform strain-dependent electrical measurements on another set of 1L MoS2 

transistors with higher initial mobilities (~15 cm2V-1s-1 to 35 cm2V-1s-1), and transfer 

characteristics from one of these transistors are included in Figure 5.16. The mobility and 

current of these devices improve with ~0.3% strain, but we were unable to continue 

improving the devices due to degradation of the devices at higher levels of strain. The 
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mobility of the device in Figure 5.16 increases from ~25 cm2V-1s-1 at 0% strain to ~34 

cm2V-1s-1 at 0.3% strain at n ~ 7×1012 cm-2. 

We attribute the degradation in electrical performance at higher strains to cracking in 

the metal or worsened adhesion of the contact metal to the MoS2. The gate leakage current 

remains the same when the drain current decreases at higher strain levels, so it is unlikely 

that the gate dielectric contributes to the device degradation. We also do not expect this 

degradation to result from “slippage” of the MoS2 along the substrate at higher strain, 

because we observe the expected shift in the E’ Raman peak at such levels of strain (see 

Figure 5.17 for Raman spectra at 0% and 0.8 % strain of a device whose measurements are 

shown in Figure 5.14 and Figure 5.15). Alternate oxides like HfO2, which has a lower 

Young’s modulus than Al2O3, or metals that are more ductile might enable higher strains 

without resulting in cracking or delamination of materials in the device stack [257,292].  

 

Figure 5.17: Raman spectra at 0% and 0.8% for one of the devices that degraded at 0.8% 

strain. The redshift in the E’ peak shows that the MoS2 is still strained even after initial 

device degradation and does not slip against the substrate. 

 

5.4.4 Changes in Band Structure with Strain 

The improvements in current and mobility of our devices result from changes in the 

band structure with strain. The optical band gap of 1L MoS2 at the K-point decreases with 

tensile strain, depicted by a shift in the A exciton peak in Figure 5.5a. The exciton binding 

energy is not expected to vary significantly with strain [258,260], so we expect a decrease 

in the electronic band gap similar to that of the optical band gap. The second lowest valley 

in the conduction band occurs at the Q-point (halfway between the Γ- and K-points), and 
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the energy separation between the Q and K-points (ΔEQK) is predicted to be ~50-200 meV 

for unstrained 1L MoS2 [88,269,271,293,294]. We note that the calculated ΔEQK varies 

widely in the literature and depends on factors like screening environment, and the 

experimental value might be lower than what theory predicts. Interactions between 

electrons and phonons in the K and Q valleys leads to intervalley scattering when ΔEQK is 

small [88,269,294]. When tensile strain is applied to MoS2, the energy separation between 

the K- and Q-points (ΔEQK) increases (see Figure 5.18), resulting in less intervalley 

scattering [88,269,271,294]. Intervalley scattering is known to degrade field-effect 

mobility, so a decrease in intervalley scattering should lead to improved mobility. Because 

2L MoS2 has a smaller ΔEQK than 1L MoS2 [293], we expect an even larger mobility 

improvement with strain for 2L MoS2.  

 

Figure 5.18: Schematic band structure of strained and unstrained 1L MoS2, showing an 

increase in the energy separation between the minima of the K and Q valleys in the 

conduction band for strained MoS2. 

 

Tensile strain is also expected to change the curvatures of the valleys in the conduction 

band, leading to decreased effective mass of electrons [240,271,295]. This is similar to the 

reduced effective mass of electrons with strain in silicon nMOS transistors, which leads to 

increased mobility [13,268]. Applying tensile strain to transistors has also been shown to 

lower the Schottky barrier heights at the metal-semiconductor junctions at the source and 

drain contacts [89,106,273,296,297]. This may be due to a reduction in the band gap of the 

material or change in carrier density and can result in more efficient injection of electrons 

and lower contact resistance. However, because our devices have relatively long channels 

and the improvements in μFE and ID do not depend on channel length (see Figure 5.12), we 

expect the contribution of contact resistance to total resistance to be relatively small 
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[51,55]. Thus, we believe that the electrical performance improvements are mostly related 

to the electronic transport in the MoS2 channel (i.e. decrease in band gap, effective mass, 

intervalley scattering), and contact effects play a minor role.  

Our results are a promising proof-of-concept of strain-induced performance 

enhancements in 2D-based transistors, but future studies will aim to develop methods to 

induce strain in transistors during fabrication, such as through tensile encapsulation layers 

[298,299] or lattice-mismatched substrates [300], as has been demonstrated in silicon FETs 

[12-14]. This would have the additional advantage of inducing biaxial strain in the 2D 

material, which is expected to have a larger effect on the electrical properties than uniaxial 

strain [269,276]. 

 

5.5 MoS2 Transistors for Strain Sensors 

The large change in resistance of MoS2 transistors with strain indicates that these 

devices could be useful for strain sensors. The figure of merit used to characterize strain 

sensors is the gauge factor (GF), which is defined as ∆𝑅 𝑅0 ∆𝜀⁄⁄ , where ΔR is the change 

in resistance between 0% strain and strain ε, and R0 is the initial resistance at 0% strain 

[301]. Metals are often used in commercial strain gauges due to their ease of fabrication, 

but they typically have GF < 50 [302]. Semiconductors are promising as strain sensors 

since they have much larger GF. Silicon strain sensors have GF ~ 30-50 for polycrystalline 

silicon (poly-Si) [303,304] and up to 200 for single-crystal silicon (c-Si) [305]. 2D 

materials like MoS2 and other TMDs are predicted to have large GFs because, similar to 

silicon and germanium, they are piezoresistive. In addition, they can withstand much higher 

strains than conventional bulk materials, making them especially attractive for flexible 

electronics [103]. 

Figure 5.19a shows the resistance (R = VDS/ID) vs. VGS curves for the device in Figure 

5.2b at 0%, 0.4%, 0.6%, and 0.7% applied strain. Figure 5.19b illustrates ΔR/R0 extracted 

for each level of strain with respect to the 0% strain curve in Figure 5.19a, at VGS = -4.5 V, 

0 V, 3 V, and 7 V. We find the largest change in resistance at VGS = -4.5 V, which 

corresponds to the subthreshold region of the transistor. Fitting a line to the ΔR/R0 curve 

for VGS = -4.5 V yields an average GF of ~150 across all levels of strain. Figure 5.19c 

shows the calculated GF as a function of VGS for each different strain level in Figure 5.19a. 
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We observe a peak in GF at all strain levels near VGS = -4.5 V, with the maximum GF 

reaching 200 for 0.4% strain. Figure 5.19d compares our best GF values to those found in 

literature for MoS2, in addition to other 2D materials, silicon, and metals. We note that this 

plot only includes GF values calculated as ∆𝑅 𝑅0 ∆𝜀⁄⁄ . Some studies calculate GF as 

∆𝐼 𝐼0 ∆𝜀⁄⁄ , which artificially results in much larger GF values. We find that our GF for 1L 

CVD-grown MoS2 is higher than the best GFs for 1L and 3L exfoliated MoS2 [107], CVD-

grown MoS2 [108-110], other 2D materials [306], polycrystalline silicon [303,304], and 

metals [302]. Comparable and slightly higher GFs have been demonstrated for 2L 

exfoliated MoS2 [106,107] and bulk crystalline Si [305,307]. However, large area, 1L 

CVD-grown MoS2 is more promising and easier to integrate than exfoliated MoS2 or bulk 

Si for large-area flexible and transparent sensor systems. 

 

Figure 5.19: (a) Resistance (R) vs. VGS curves of the device in Figure 5.2b at VDS = 1 V at 

different levels of applied strain (ε). (b) ∆R/R0 vs. strain at different gate voltages for the 

curves in (a). (c) Gauge factor (defined here as ∆R/R0/Δε) vs. VGS for the different levels 

of strain. (d) Plot of gauge factor vs. thickness for various materials found in literature, 

including CVD-grown MoS2, exfoliated MoS2, exfoliated InSe, polycrystalline Si, 

crystalline Si, and various metals. 
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5.6 Conclusion 

In summary, we studied the dependence of the electrical performance of CVD-grown 

1L MoS2 transistors on tensile strain. Shifts in the Raman spectra confirmed the amount of 

strain we applied to the MoS2, and shifts in the PL spectra quantified the decrease in the 

band gap with strain. We demonstrated a continuous increase in mobility and current in the 

MoS2 transistors up to 2x and showed that the devices recovered their initial characteristics 

when the strain was released. We attribute these improvements in electrical properties to 

changes in the band structure, including decrease in band gap, electron-phonon intervalley 

scattering, and effective mass of electrons. We also showed that MoS2 transistors are useful 

for strain sensors and achieve gauge factors up to 200, which is among the highest values 

reported in literature for a sub-1 nm thick film. Using MoS2 transistors as strain sensors 

could enable flexible and transparent sensor systems for strain mapping. These results 

achieve the largest mobility and on-state current enhancements to MoS2 transistors using 

strain to date, suggesting that strain engineering might play an important role for integrated 

2D electronics. 
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Chapter 6  

 

Conclusions and Future Work 

 

6.1 Conclusions 

This thesis presented a detailed study of devices based on molybdenum disulfide and 

molybdenum ditelluride. Through electrical, optical, thermal, and strain-dependent 

characterization, I studied the fundamental properties of these TMDs and improved our 

understanding of TMD-based transistors and memory. First, I explored resistive memory 

based on MoTe2, a relatively underexplored TMD. I demonstrated bipolar switching in 

these devices and showed that the forming process is thermally-activated, based on 

temperature-dependent measurements. Using scanning thermal microscopy, I observed 

localized heating in our devices, which were the first direct observations of localized 

heating and switching in 2D-based memory. I discovered that the switching ultimately 

resulted in Au migration between electrodes due to Joule heating, but initial forming likely 

resulted from Te migration or vacancy generation within the MoTe2. These results provide 

insight into the thermal aspects of switching in TMD-based memory and suggest that this 

thermal measurement technique can be useful for studying novel memory devices. Such a 

thermal analysis is especially important for 3D chips where thermal crosstalk is of concern. 

Next, we performed electrical measurements of MoS2 transistors with different growth 

methods, thicknesses, and gate dielectrics and at different temperatures to study hysteresis 

and charge trapping, which lead to inaccurate analysis of the electrical properties. We 

developed a simple technique which utilizes pulsed voltages applied to the gate with pulse 

widths ranging from 1 μs to 500 ms to reduce hysteresis in the ID-VGS curves of MoS2 

transistors. These results suggest that most charge traps have time constants longer than 1 

ms in these devices. We demonstrated a reduction in charge trap density to <1.4×1010 cm-2 

for a pulse width of 500 μs across devices with SiO2 gate dielectrics. We also showed that 

hysteresis-free measurements using pulsed measurements enable a more accurate 

extraction of field-effect mobility than DC measurements, which can give errors up to 50%. 
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Lastly, we used a tunneling front model to estimate the depths of active charge traps in our 

gate oxides. While we aim to fabricate transistors without any charge trapping or hysteresis, 

our technique allows for extraction of the “true” threshold voltage and mobility of 

emerging devices based on novel materials that suffer from charge trapping. 

Then, we employed Raman, photoluminescence (PL), and absorption spectroscopy to 

study the properties of Mo0.91W0.09Te2, a semiconducting alloy of MoTe2 with similar 

optical properties. The slight differences in the Raman peak positions and A-B spitting in 

the valence band measured with PL result from the presence of W atoms, which are heavier 

than Mo atoms. We determined that 1L Mo0.91W0.09Te2 is also a direct gap semiconductor, 

as evidenced by its strong PL peak corresponding to the energy of the A exciton. For the 

first time, we applied strain to 1L Mo0.91W0.09Te2 and 1L MoTe2 to tune the band structure 

of these materials and measured a decrease in the optical band gap. We also observed a 

decrease in the linewidth of the PL and absorption peaks, which we attributed to decreased 

exciton-phonon intervalley scattering due to the larger separation of the K and Q valleys of 

the conduction band with tensile strain. These results provided insight into the properties 

of Mo0.91W0.09Te2 and motivated further studies on the dependence of the electrical 

properties of TMD-based transistors on strain. 

Lastly, I used strain engineering to enhance the electrical properties of MoS2 

transistors. Raman and PL spectroscopy were performed to verify the amount of strain 

applied to the MoS2 and measure the decrease in optical band gap, respectively. I 

demonstrated an improvement in field-effect mobility and drive current in MoS2 transistors 

up to 2x with applied uniaxial tensile strain and showed that the effects are reversible when 

the strain is released. The large change in resistance with strain, in addition to the 

transparency and flexibility of MoS2, suggests that these devices could be useful for strain 

sensing applications. I measured gauge factors up to 200, which is among the highest 

values for atomically thin 2D materials. These results are encouraging because although 

1L TMDs have potential for highly scaled transistors, their electrical properties must be 

improved to compete with existing technologies. This is the first study showing 

improvements to the electrical performance of 1L TMD transistors with strain and suggests 

that strain may play a significant role in 2D electronics, as it has for silicon. 
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Overall, this body of work provides an extensive study of TMDs for logic, memory, 

and flexible electronics applications. In the next section, I will describe important areas of 

research that need to be explored for these materials to be adopted by industry. 

 

6.2 Future Work 

This work, in addition to many other studies, shows that TMD-based devices are very 

promising for next-generation electronics, but there are many aspects of the fabrication and 

performance of these devices that must be improved to bring them closer to commercial 

use. In terms of fabrication challenges, high-quality and wafer-scale growth are needed for 

nearly any application. Many applications also require low temperature growth or 

integration of 2D materials using transfer techniques. Establishing methods for wafer-

scale, wrinkle-free transfers has been demonstrated in some studies but will need to be fully 

automated for use in industrial applications. Other issues that can arise during fabrication 

of 2D-based devices are poor adhesion of 2D materials to the growth or target substrates. 

In addition, materials such as gate dielectrics often have poor adhesion to the surface of 2D 

materials due to the weak van der Waals forces and lack of dangling bonds. 

2D materials have gained interest for niche applications in flexible electronics, 

including sensors and displays. The results in Chapter 5 showed that MoS2 transistors have 

larger gauge factors than many conventional strain gauges and thus can be useful for strain 

sensors. Due to their transparency, flexibility, good electrical performance, and low 

fabrication temperatures, TMDs have also been investigated for flexible displays [308]. 

TMDs may be integrated into devices for these kind of niche applications more easily than 

state-of-the-art technology, which has more stringent requirements for the quality of 

materials and electrical performance of devices. 

Further studies of TMD-based memory are needed to determine whether these 

materials are practical for emerging memory devices and can compete with storage-class 

memory such as RRAM and CBRAM based on transition metal oxides, which have been 

studied for many more years. Measurements of endurance, reliability, and retention will be 

important to fully evaluate their performance. In addition, different materials and 

thicknesses need to be explored to find the optimal combination for the best performance. 

Apart from TMD-based RRAM and CBRAM, TMDs can also be integrated into phase 
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change memory (PCM) as heat confinement layers [95,96] or dynamic random access 

memory (DRAM) as the access transistor to reduce power consumption [90,92,93]. 

Electrical properties such as mobility, current, and contact resistance of TMD 

transistors need to be improved for these transistors to be integrated into logic chips. While 

MoS2 is the most studied TMD and has good n-type performance, other 2D materials such 

as WS2 are predicted to have higher mobilities and can also act as both n-type and p-type 

transistors [254,309,310], which is useful for complementary transistor technology. 

Channel doping by charge transfer from sub-stoichiometric oxides or chemicals is an 

example of a method to improve the mobility and contact resistance [54,84-86], and 

selective doping in the contact regions while leaving the channel region intact may also 

prove to be a promising technique. Substitutional doping of large area growths is another 

possible approach to improve mobility and contact resistance but has yet to be successfully 

applied to 2D materials using large scale growth techniques. In addition, encapsulating the 

TMD transistor with a high-quality material such as hexagonal boron nitride or high-k 

dielectrics deposited by atomic layer deposition can improve the dielectric environment 

and reduce charge trapping, thereby improving device performance [169].  

Strain engineering is also a useful tool to improve the electrical performance of TMD-

based transistors, and the studies described here may serve as a useful starting point for 

further investigations. Chapter 5 showed that applying strain to devices by bending flexible 

substrates proved to be a nice proof-of-concept method to study the effects of different 

levels of strain on the electrical properties of transistors, but development of methods to 

induce strain during fabrication of transistors is necessary moving forward. Established 

methods of applying strain in silicon technology can be adapted for TMD-based devices. 

For example, growth of TMDs on substrates with different lattice constants or thermal 

coefficients of expansion, or encapsulation of TMDs with stress-inducing nitride or metal 

layers may result in built-in strain in the TMDs [298-300,311], leading to improved 

electrical performance of transistors. In addition, other TMDs besides MoS2 may 

experience larger enhancements in electrical performance with strain and therefore must 

be explored. 

Looking to the future, 2D materials are unlikely to entirely replace Si but are promising 

candidates for 3D heterogeneous integration of logic and memory on Si-based chips. There 
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are many individual challenges facing memory and transistors as discussed above, in 

addition to challenges with integrating 2D-based logic and memory on a single 3D chip. 

However, with combined effort from the research communities in industry and academia, 

these challenges can be overcome and 2D materials can be integrated with state-of-the-art 

technology to enable continued improvements in computing performance. 

  



101 

 

References 

 

[1] J. Bardeen and W. H. Brattain, "The Transistor, a Semiconductor Triode," Physical 

Review, vol. 74, pp. 230-231, 1948. 

[2] A. B. Garrett, "The Discovery of the Transistor: W. Shockley, J. Bardeen and W. 

Brattain," Journal of Chemical Education, vol. 40, pp. 302-303, 1963. 

[3] G. E. Moore, "Cramming more components onto integrated circuits," Electronics, 

vol. 38, pp. 114-117, 1965. 

[4] G. E. Moore, "Progress in digital integrated electronics," International Electron 

Devices Meeting (IEDM) Technical Digest, vol. 11, pp. 11-13, 1975. 

[5] R. H. Dennard, F. H. Gaensslen, H. N. Yu, V. L. Rideout, E. Bassous, and A. R. 

Leblanc, "Design of Ion-Implanted MOSFETs with Very Small Physical 

Dimensions," IEEE Journal of Solid-State Circuits, vol. SC-9, pp. 256-268, 1974. 

[6] M. Bohr, "A 30 Year Retrospective on Dennard's MOSFET Scaling Paper," IEEE 

Solid-State Circuits Society Newsletter, vol. 12, pp. 11-13, 2007. 

[7] Y. Taur and E. J. Nowak, "CMOS devices below 0.1 m: How high will 

performance go?," IEEE International Electron Devices Meeting (IEDM) 

Technical Digest, pp. 215-218, 1997. 

[8] G. Baccarani, M. R. Wordeman, and R. H. Dennard, "Generalized scaling theory 

and its application to a ¼ micrometer MOSFET design," IEEE Transactions on 

Electron Devices, vol. 31, pp. 452-462, 1984. 

[9] B. Davari, R. H. Dennard, and G. G. Shahidi, "CMOS scaling for high performance 

and low power-the next ten years," Proceedings of the IEEE, vol. 83, pp. 595-606, 

1995. 

[10] M. Waldrop, "The Chips are Down for Moore's Law," Nature, vol. 530, pp. 144-

147, 2016. 

[11] H. Esmaeilzadeh, E. Blem, R. S. Amant, K. Sankaralingam, and D. Burger, "Dark 

silicon and the end of multicore scaling," International Symposium on Computer 

Architecture (ISCA), pp. 365-376, 2011. 

[12] S. Thompson, N. Anand, M. Armstrong, C. Auth, B. Arcot, M. Alavi, P. Bai, J. 

Bielefeld, R. Bigwood, J. Brandenburg, et al., "A 90 nm logic technology featuring 

50 nm strained silicon channel transistors, 7 layers of Cu interconnects, low  ILD, 

and 1 m2 SRAM cell," International Electron Devices Meeting (IEDM) Technical 

Digest, pp. 61-64, 2002. 

[13] S. E. Thompson, M. Armstrong, C. Auth, S. Cea, R. Chau, G. Glass, T. Hoffman, 

J. Klaus, M. Zhiyong, B. Mcintyre, et al., "A logic nanotechnology featuring 

strained-silicon," IEEE Electron Device Letters, vol. 25, pp. 191-193, 2004. 

[14] K. Mistry, M. Armstrong, C. Auth, S. Cea, T. Coan, T. Ghani, T. Hoffmann, A. 

Murthy, J. Sandford, R. Shaheed, et al., "Delaying forever: Uniaxial strained silicon 

transistors in a 90nm CMOS technology," Symposium on VLSI Technology, pp. 50-

51, 2004. 

[15] P. Bai, C. Auth, S. Balakrishnan, M. Bost, R. Brain, V. Chikarmane, R. Heussner, 

M. Hussein, J. Hwang, D. Ingerly, et al., "A 65nm logic technology featuring 35nm 

gate lengths, enhanced channel strain, 8 Cu interconnect layers, low- ILD and 0.57 



102 

 

m2 SRAM cell," IEEE International Electron Devices Meeting (IEDM) Technical 

Digest, pp. 657-660, 2004. 

[16] M. Bohr, "The Evolution of Scaling from the Homogeneous Era to the 

Heterogeneous Era," IEEE International Electron Devices Meeting (IEDM) 

Technical Digest, 2011. 

[17] K. Mistry, C. Allen, C. Auth, B. Beattie, D. Bergstrom, M. Bost, M. Brazier, M. 

Buehler, A. Cappellani, R. Chau, et al., "A 45nm Logic Technology with High-

+Metal Gate Transistors, Strained Silicon, 9 Cu Interconnect Layers, 193nm Dry 

Patterning, and 100% Pb-free Packaging," IEEE International Electron Devices 

Meeting (IEDM) Technical Digest, pp. 247-250, 2007. 

[18] S. M. Sze, Ng, K. K., Physics of Semiconductor Devices, 2nd ed. Hoboken, NJ: 

Wiley-Interscience, 2007. 

[19] R. H. Yan, A. Ourmazd, and K. F. Lee, "Scaling the Si MOSFET: from bulk to SOI 

to bulk," IEEE Transactions on Electron Devices, vol. 39, pp. 1704-1710, 1992. 

[20] I. Ferain, C. A. Colinge, and J. P. Colinge, "Multigate transistors as the future of 

classical metal-oxide-semiconductor field-effect transistors," Nature, vol. 479, pp. 

310-316, 2011. 

[21] S. E. Thompson and S. Parthasarathy, "Moore's law: the future of Si 

microelectronics," Materials Today, vol. 9, pp. 20-25, 2006. 

[22] C. Auth, C. Allen, A. Blattner, D. Bergstrom, M. Brazier, M. Bost, M. Buehler, V. 

Chikarmane, T. Ghani, T. Glassman, et al., "A 22nm high performance and low-

power CMOS technology featuring fully-depleted tri-gate transistors, self-aligned 

contacts and high density MIM capacitors," Symposium on VLSI Technology, pp. 

131-132, 2012. 

[23] X. He, J. Fronheiser, P. Zhao, Z. Hu, S. Uppal, X. Wu, Y. Hu, R. Sporer, L. Qin, 

R. Krishnan, et al., "Impact of aggressive fin width scaling on FinFET device 

characteristics," IEEE International Electron Devices Meeting (IEDM), pp. 20.2.1-

20.2.4, 2017. 

[24] M. Schmidt, M. C. Lemme, H. D. B. Gottlob, F. Driussi, L. Selmi, and H. Kurz, 

"Mobility extraction in SOI MOSFETs with sub 1nm body thickness," Solid-State 

Electronics, vol. 53, pp. 1246-1251, 2009. 

[25] K. Uchida, J. Koga, and S.-i. Takagi, "Experimental study on electron mobility in 

ultrathin-body silicon-on-insulator metal-oxide-semiconductor field-effect 

transistors," Journal of Applied Physics, vol. 102, p. 074510, 2007. 

[26] N. Loubet, T. Hook, P. Montanini, C. Yeung, S. Kanakasabapathy, M. Guillom, T. 

Yamashita, J. Zhang, X. Miao, J. Wang, et al., "Stacked nanosheet gate-all-around 

transistor to enable scaling beyond FinFET," Symposium on VLSI Technology, pp. 

T230-T231, 2017. 

[27] J. L. Hennessy and D. A. Patterson, Computer Architecture: A Quantitative 

Approach: Elsevier, 2011. 

[28] S. W. Fong, C. M. Neumann, and H. P. Wong, "Phase-Change Memory—Towards 

a Storage-Class Memory," IEEE Transactions on Electron Devices, vol. 64, pp. 

4374-4385, 2017. 

[29] S. Salahuddin, K. Ni, and S. Datta, "The era of hyper-scaling in electronics," Nature 

Electronics, vol. 1, pp. 442-450, 2018. 



103 

 

[30] M. M. S. Aly, M. Y. Gao, G. Hills, C. S. Lee, G. Pitner, M. M. Shulaker, T. F. Wu, 

M. Asheghi, J. Bokor, F. Franchetti, et al., "Energy-Efficient Abundant-Data 

Computing: The N3XT 1,000x," Computer, vol. 48, pp. 24-33, 2015. 

[31] W. A. Wulf and S. A. McKee, "Hitting the Memory Wall: Implications of the 

Obvious," ACM SIGARCH Computer Architecture News, pp. 20-24, 1995. 

[32] S. Datta, S. Dutta, B. Grisafe, J. Smith, S. Srinivasa, and H. Ye, "Back-End-of-Line 

Compatible Transistors for Monolithic 3-D Integration," IEEE Micro, vol. 39, pp. 

8-15, 2019. 

[33] H. S. P. Wong and S. Salahuddin, "Memory leads the way to better computing," 

Nature Nanotechnology, vol. 10, pp. 191-194, 2015. 

[34] A. Chen, "A review of emerging non-volatile memory (NVM) technologies and 

applications," Solid-State Electronics, vol. 125, pp. 25-38, 2016. 

[35] A. D. Kent and D. C. Worledge, "A new spin on magnetic memories," Nature 

Nanotechnology, vol. 10, pp. 187-191, 2015. 

[36] S. M. Yu, "Overview of Resistive Switching Memory (RRAM) Switching 

Mechanism and Device Modeling," IEEE International Symposium on Circuits and 

Systems (ISCAS), pp. 2017-2020, 2014. 

[37] D. Jana, S. Roy, R. Panja, M. Dutta, S. Z. Rahaman, R. Mahapatra, and S. Maikap, 

"Conductive-bridging random access memory: challenges and opportunity for 3D 

architecture," Nanoscale Research Letters, vol. 10, 2015. 

[38] R. Ganatra and Q. Zhang, "Few-Layer MoS2: A Promising Layered 

Semiconductor," ACS Nano, vol. 8, pp. 4074-4099, 2014. 

[39] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, Y. Zhang, S. V. Dubonos, 

I. V. Grigorieva, and A. A. Firsov, "Electric Field Effect in Atomically Thin Carbon 

Films," Science, vol. 306, p. 666, 2004. 

[40] G. Cheon, K.-A. N. Duerloo, A. D. Sendek, C. Porter, Y. Chen, and E. J. Reed, 

"Data Mining for New Two- and One-Dimensional Weakly Bonded Solids and 

Lattice-Commensurate Heterostructures," Nano Letters, vol. 17, pp. 1915-1923, 

2017. 

[41] A. Ambrosi and M. Pumera, "Exfoliation of layered materials using 

electrochemistry," Chemical Society Reviews, vol. 47, pp. 7213-7224, 2018. 

[42] C. R. Dean, A. F. Young, I. Meric, C. Lee, L. Wang, S. Sorgenfrei, K. Watanabe, 

T. Taniguchi, P. Kim, K. L. Shepard, et al., "Boron nitride substrates for high-

quality graphene electronics," Nature Nanotechnology, vol. 5, pp. 722-726, 2010. 

[43] G.-H. Lee, Y.-J. Yu, X. Cui, N. Petrone, C.-H. Lee, M. S. Choi, D.-Y. Lee, C. Lee, 

W. J. Yoo, K. Watanabe, et al., "Flexible and Transparent MoS2 Field-Effect 

Transistors on Hexagonal Boron Nitride-Graphene Heterostructures," ACS Nano, 

vol. 7, pp. 7931-7936, 2013. 

[44] Y. Shi, X. Liang, B. Yuan, V. Chen, H. Li, F. Hui, Z. Yu, F. Yuan, E. Pop, H. S. P. 

Wong, et al., "Electronic synapses made of layered two-dimensional materials," 

Nature Electronics, vol. 1, pp. 458-465, 2018. 

[45] S. Sun, J. Bao, W. Mu, Y. Fu, Y. Zhang, L. Ye, and J. Liu, "Cooling hot spots by 

hexagonal boron nitride heat spreaders," IEEE Electronic Components and 

Technology Conference (ECTC), pp. 1658-1663, 2015. 

[46] J. I. J. Wang, Y. Yang, Y.-A. Chen, K. Watanabe, T. Taniguchi, H. O. H. Churchill, 

and P. Jarillo-Herrero, "Electronic Transport of Encapsulated Graphene and WSe2 



104 

 

Devices Fabricated by Pick-up of Prepatterned hBN," Nano Letters, vol. 15, pp. 

1898-1903, 2015. 

[47] X. Chen, J. S. Ponraj, D. Fan, and H. Zhang, "An overview of the optical properties 

and applications of black phosphorus," Nanoscale, vol. 12, pp. 3513-3534, 2020. 

[48] Y. Huang, J. Qiao, K. He, S. Bliznakov, E. Sutter, X. Chen, D. Luo, F. Meng, D. 

Su, J. Decker, et al., "Interaction of Black Phosphorus with Oxygen and Water," 

Chemistry of Materials, vol. 28, pp. 8330-8339, 2016. 

[49] J. A. Wilson and A. D. Yoffe, "The transition metal dichalcogenides discussion and 

interpretation of the observed optical, electrical and structural properties," 

Advances in Physics, vol. 18, pp. 193-335, 1969. 

[50] S. Das, H.-Y. Chen, A. V. Penumatcha, and J. Appenzeller, "High Performance 

Multilayer MoS2 Transistors with Scandium Contacts," Nano Letters, vol. 13, pp. 

100-105, 2013. 

[51] C. D. English, G. Shine, V. E. Dorgan, K. C. Saraswat, and E. Pop, "Improved 

Contacts to MoS2 Transistors by Ultra-High Vacuum Metal Deposition," Nano 

Letters, vol. 16, pp. 3824-3830, 2016. 

[52] G. Mirabelli, C. McGeough, M. Schmidt, E. K. McCarthy, S. Monaghan, I. M. 

Povey, M. McCarthy, F. Gity, R. Nagle, G. Hughes, et al., "Air sensitivity of MoS2, 

MoSe2, MoTe2, HfS2, and HfSe2," Journal of Applied Physics, vol. 120, p. 125102, 

2016. 

[53] K. K. H. Smithe, C. D. English, S. V. Suryavanshi, and E. Pop, "Intrinsic electrical 

transport and performance projections of synthetic monolayer MoS2 devices," 2D 

Materials, vol. 4, p. 011009, 2017. 

[54] C. J. McClellan, E. Yalon, K. K. H. Smithe, S. V. Suryavanshi, and E. Pop, 

"Effective n-type doping of monolayer MoS2 by AlOx," IEEE Device Research 

Conference (DRC), 2017. 

[55] K. K. H. Smithe, C. D. English, S. V. Suryavanshi, and E. Pop, "High-Field 

Transport and Velocity Saturation in Synthetic Monolayer MoS2," Nano Letters, 

vol. 18, pp. 4516-4522, 2018. 

[56] K. K. H. Smithe, S. V. Suryavanshi, M. M. Rojo, A. D. Tedjarati, and E. Pop, "Low 

Variability in Synthetic Monolayer MoS2 Devices," ACS Nano, vol. 11, pp. 8456-

8463, 2017. 

[57] D. Voiry, A. Mohite, and M. Chhowalla, "Phase engineering of transition metal 

dichalcogenides," Chemical Society Reviews, vol. 44, pp. 2702-2712, 2015. 

[58] K. A. N. Duerloo, Y. Li, and E. J. Reed, "Structural phase transitions in two-

dimensional Mo- and W-dichalcogenide monolayers," Nature Communications, 

vol. 5, p. 4214, 2014. 

[59] D. H. Keum, S. Cho, J. H. Kim, D. H. Choe, H. J. Sung, M. Kan, H. Kang, J. Y. 

Hwang, S. W. Kim, H. Yang, et al., "Bandgap opening in few-layered monoclinic 

MoTe2," Nature Physics, vol. 11, pp. 482-486, 2015. 

[60] Y. Li, K. A. N. Duerloo, K. Wauson, and E. J. Reed, "Structural semiconductor-to-

semimetal phase transition in two-dimensional materials induced by electrostatic 

gating," Nature Communications, vol. 7, p. 10671, 2016. 

[61] H. R. Gutiérrez, N. Perea-López, A. L. Elías, A. Berkdemir, B. Wang, R. Lv, F. 

López-Urías, V. H. Crespi, H. Terrones, and M. Terrones, "Extraordinary Room-



105 

 

Temperature Photoluminescence in Triangular WS2 Monolayers," Nano Letters, 

vol. 13, pp. 3447-3454, 2013. 

[62] C. Ruppert, O. B. Aslan, and T. F. Heinz, "Optical Properties and Band Gap of 

Single- and Few-Layer MoTe2 Crystals," Nano Letters, vol. 14, pp. 6231-6236, 

2014. 

[63] P. Tonndorf, R. Schmidt, P. Böttger, X. Zhang, J. Börner, A. Liebig, M. Albrecht, 

C. Kloc, O. Gordan, D. R. T. Zahn, et al., "Photoluminescence emission and Raman 

response of monolayer MoS2, MoSe2, and WSe2," Optics Express, vol. 21, pp. 

4908-4916, 2013. 

[64] R. Addou, C. M. Smyth, J.-Y. Noh, Y.-C. Lin, Y. Pan, S. M. Eichfeld, S. Fölsch, J. 

A. Robinson, K. Cho, R. M. Feenstra, et al., "One dimensional metallic edges in 

atomically thin WSe2 induced by air exposure," 2D Materials, vol. 5, p. 025017, 

2018. 

[65] H. M. Hill, A. F. Rigosi, K. T. Rim, G. W. Flynn, and T. F. Heinz, "Band Alignment 

in MoS2/WS2 Transition Metal Dichalcogenide Heterostructures Probed by 

Scanning Tunneling Microscopy and Spectroscopy," Nano Letters, vol. 16, pp. 

4831-4837, 2016. 

[66] C. Zhang, Y. Chen, J.-K. Huang, X. Wu, L.-J. Li, W. Yao, J. Tersoff, and C.-K. 

Shih, "Visualizing band offsets and edge states in bilayer–monolayer transition 

metal dichalcogenides lateral heterojunction," Nature Communications, vol. 7, p. 

10349, 2016. 

[67] M. Goryca, J. Li, A. V. Stier, T. Taniguchi, K. Watanabe, E. Courtade, S. Shree, C. 

Robert, B. Urbaszek, X. Marie, et al., "Revealing exciton masses and dielectric 

properties of monolayer semiconductors with high magnetic fields," Nature 

Communications, vol. 10, p. 4172, 2019. 

[68] A. Raja, A. Chaves, J. Yu, G. Arefe, H. M. Hill, A. F. Rigosi, T. C. Berkelbach, P. 

Nagler, C. Schüller, T. Korn, et al., "Coulomb engineering of the bandgap and 

excitons in two-dimensional materials," Nature Communications, vol. 8, p. 15251, 

2017. 

[69] Q. Zhang, Y. Chen, C. Zhang, C.-R. Pan, M.-Y. Chou, C. Zeng, and C.-K. Shih, 

"Bandgap renormalization and work function tuning in MoSe2/hBN/Ru(0001) 

heterostructures," Nature Communications, vol. 7, p. 13843, 2016. 

[70] F. A. Rasmussen and K. S. Thygesen, "Computational 2D Materials Database: 

Electronic Structure of Transition-Metal Dichalcogenides and Oxides," The 

Journal of Physical Chemistry C, vol. 119, pp. 13169-13183, 2015. 

[71] J. K. Ellis, M. J. Lucero, and G. E. Scuseria, "The indirect to direct band gap 

transition in multilayered MoS2 as predicted by screened hybrid density functional 

theory," Applied Physics Letters, vol. 99, p. 261908, 2011. 

[72] O. B. Aslan, I. M. Datye, M. J. Mleczko, K. S. Cheung, S. Krylyuk, A. Bruma, I. 

Kalish, A. V. Davydov, E. Pop, and T. F. Heinz, "Probing the Optical Properties 

and Strain-Tuning of Ultrathin Mo1-xWxTe2," Nano Letters, vol. 18, pp. 2485-2491, 

2018. 

[73] S. M. Eichfeld, L. Hossain, Y.-C. Lin, A. F. Piasecki, B. Kupp, A. G. Birdwell, R. 

A. Burke, N. Lu, X. Peng, J. Li, et al., "Highly Scalable, Atomically Thin WSe2 

Grown via Metal–Organic Chemical Vapor Deposition," ACS Nano, vol. 9, pp. 

2080-2087, 2015. 



106 

 

[74] K. Kang, S. Xie, L. Huang, Y. Han, P. Y. Huang, K. F. Mak, C.-J. Kim, D. Muller, 

and J. Park, "High-mobility three-atom-thick semiconducting films with wafer-

scale homogeneity," Nature, vol. 520, pp. 656-660, 2015. 

[75] X. Zhang, X.-F. Qiao, W. Shi, J.-B. Wu, D.-S. Jiang, and P.-H. Tan, "Phonon and 

Raman scattering of two-dimensional transition metal dichalcogenides from 

monolayer, multilayer to bulk material," Chemical Society Reviews, vol. 44, pp. 

2757-2785, 2015. 

[76] A. R. Beal, J. C. Knights, and W. Y. Liang, "Transmission spectra of some 

transition metal dichalcogenides. II. Group VIA: trigonal prismatic coordination," 

Journal of Physics C: Solid State Physics, vol. 5, pp. 3540-3551, 1972. 

[77] H. J. Conley, B. Wang, J. I. Ziegler, R. F. Haglund, S. T. Pantelides, and K. I. 

Bolotin, "Bandgap Engineering of Strained Monolayer and Bilayer MoS2," Nano 

Letters, vol. 13, pp. 3626-3630, 2013. 

[78] K. He, C. Poole, K. F. Mak, and J. Shan, "Experimental Demonstration of 

Continuous Electronic Structure Tuning via Strain in Atomically Thin MoS2," 

Nano Letters, vol. 13, pp. 2931-2936, 2013. 

[79] C. R. Zhu, G. Wang, B. L. Liu, X. Marie, X. F. Qiao, X. Zhang, X. X. Wu, H. Fan, 

P. H. Tan, T. Amand, et al., "Strain tuning of optical emission energy and 

polarization in monolayer and bilayer MoS2," Physical Review B, vol. 88, p. 

121301, 2013. 

[80] S. Mouri, Y. Miyauchi, and K. Matsuda, "Tunable Photoluminescence of 

Monolayer MoS2 via Chemical Doping," Nano Letters, vol. 13, pp. 5944-5948, 

2013. 

[81] M. Chhowalla, D. Jena, and H. Zhang, "Two-dimensional semiconductors for 

transistors," Nature Reviews Materials, vol. 1, p. 16052, 2016. 

[82] S. Manzeli, D. Ovchinnikov, D. Pasquier, O. V. Yazyev, and A. Kis, "2D transition 

metal dichalcogenides," Nature Reviews Materials, vol. 2, p. 17033, 2017. 

[83] X. Yu, J. Kang, M. Takenaka, and S. Takagi, "Experimental study on carrier 

transport properties in extremely-thin body Ge-on-insulator (GOI) p-MOSFETs 

with GOI thickness down to 2 nm," IEEE International Electron Devices Meeting 

(IEDM), pp. 2.2.1-2.2.4, 2015. 

[84] L. Cai, C. J. McClellan, A. L. Koh, H. Li, E. Yalon, E. Pop, and X. Zheng, "Rapid 

Flame Synthesis of Atomically Thin MoO3 down to Monolayer Thickness for 

Effective Hole Doping of WSe2," Nano Letters, vol. 17, pp. 3854-3861, 2017. 

[85] L. Yang, K. Majumdar, H. Liu, Y. Du, H. Wu, M. Hatzistergos, P. Y. Hung, R. 

Tieckelmann, W. Tsai, C. Hobbs, et al., "Chloride Molecular Doping Technique on 

2D Materials: WS2 and MoS2," Nano Letters, vol. 14, pp. 6275-6280, 2014. 

[86] Y. Zhao, K. Xu, F. Pan, C. Zhou, F. Zhou, and Y. Chai, "Doping, Contact and 

Interface Engineering of Two-Dimensional Layered Transition Metal 

Dichalcogenides Transistors," Advanced Functional Materials, vol. 27, p. 

1603484, 2017. 

[87] S. Deng, A. V. Sumant, and V. Berry, "Strain engineering in two-dimensional 

nanomaterials beyond graphene," Nano Today, vol. 22, pp. 14-35, 2018. 

[88] M. Hosseini, M. Elahi, M. Pourfath, and D. Esseni, "Strain-Induced Modulation of 

Electron Mobility in Single-Layer Transition Metal Dichalcogenides MX2 (M = 



107 

 

Mo, W; X = S, Se)," IEEE Transactions on Electron Devices, vol. 62, pp. 3192-

3198, 2015. 

[89] F. Li, T. Shen, C. Wang, Y. Zhang, J. Qi, and H. Zhang, "Recent Advances in 

Strain-Induced Piezoelectric and Piezoresistive Effect-Engineered 2D 

Semiconductors for Adaptive Electronics and Optoelectronics," Nano-Micro 

Letters, vol. 12, p. 106, 2020. 

[90] C. D. English, "Approaching the limits of contact resistance and scaling in 

Molybdenum Disulfide transistors," Ph.D. Dissertation, Electrical Engineering, 

Stanford University, 2017. 

[91] H. Peelaers and C. G. Van de Walle, "Effects of strain on band structure and 

effective masses in MoS2," Physical Review B, vol. 86, p. 241401, 2012. 

[92] C. U. Kshirsagar, W. Xu, Y. Su, M. C. Robbins, C. H. Kim, and S. J. Koester, 

"Dynamic Memory Cells Using MoS2 Field-Effect Transistors Demonstrating 

Femtoampere Leakage Currents," ACS Nano, vol. 10, pp. 8457-8464, 2016. 

[93] C. S. Bailey, C. J. McClellan, and E. Pop, "Low Off-Current and High On/Off 

Ratios in Monolayer MoSe2 and WSe2 Transistors," Electronic Materials 

Conference (EMC), Ann Arbor, MI, Jun 2019. 

[94] R. Kappera, D. Voiry, S. E. Yalcin, B. Branch, G. Gupta, A. D. Mohite, and M. 

Chhowalla, "Phase-engineered low-resistance contacts for ultrathin MoS2 

transistors," Nature Materials, vol. 13, pp. 1128-1134, 2014. 

[95] C. Ahn, S. W. Fong, Y. Kim, S. Lee, A. Sood, C. M. Neumann, M. Asheghi, K. E. 

Goodson, E. Pop, and H. S. P. Wong, "Energy-Efficient Phase-Change Memory 

with Graphene as a Thermal Barrier," Nano Letters, vol. 15, pp. 6809-6814, 2015. 

[96] C. M. Neumann, K. L. Okabe, E. Yalon, R. W. Grady, H. S. P. Wong, and E. Pop, 

"Engineering thermal and electrical interface properties of phase change memory 

with monolayer MoS2," Applied Physics Letters, vol. 114, p. 082103, 2019. 

[97] R. J. Ge, X. H. Wu, M. Kim, P. A. Chen, J. P. Shi, J. Choi, X. Q. Li, Y. F. Zhang, 

M. H. Chiang, J. C. Lee, et al., "Atomristors: Memory Effect in Atomically-thin 

Sheets and Record RF Switches," IEEE International Electron Devices Meeting 

(IEDM), 2018. 

[98] R. J. Ge, X. H. Wu, M. Kim, J. P. Shi, S. Sonde, L. Tao, Y. F. Zhang, J. C. Lee, 

and D. Akinwande, "Atomristor: Nonvolatile Resistance Switching in Atomic 

Sheets of Transition Metal Dichalcogenides," Nano Letters, vol. 18, pp. 434-441, 

2018. 

[99] S. Rehman, M. F. Khan, S. Aftab, H. Kim, J. Eom, and D. Kim, "Thickness-

dependent resistive switching in black phosphorus CBRAM," Journal of Materials 

Chemistry C, vol. 7, pp. 725-732, 2019. 

[100] R. J. Xu, H. Jang, M. H. Lee, D. Arnanov, Y. Cho, H. Kim, S. Park, H. J. Shin, and 

D. Ham, "Vertical MoS2 Double-Layer Memristor with Electrochemical 

Metallization as an Atomic-Scale Synapse with Switching Thresholds Approaching 

100 mV," Nano Letters, vol. 19, pp. 2411-2417, 2019. 

[101] F. Zhang, H. R. Zhang, S. Krylyuk, C. A. Milligan, Y. Q. Zhu, D. Y. Zemlyanov, 

L. A. Bendersky, B. P. Burton, A. V. Davydov, and J. Appenzeller, "Electric-field 

induced structural transition in vertical MoTe2 and Mo1-xWxTe2-based resistive 

memories," Nature Materials, vol. 18, pp. 55-+, 2019. 



108 

 

[102] S. Vaziri, E. Yalon, M. Munoz Rojo, S. V. Suryavanshi, H. Zhang, C. J. McClellan, 

C. S. Bailey, K. K. H. Smithe, A. J. Gabourie, V. Chen, et al., "Ultrahigh thermal 

isolation across heterogeneously layered two-dimensional materials," Science 

Advances, vol. 5, p. eaax1325, 2019. 

[103] S. Bertolazzi, J. Brivio, and A. Kis, "Stretching and Breaking of Ultrathin MoS2," 

ACS Nano, vol. 5, pp. 9703-9709, 2011. 

[104] M. Houssa, A. Dimoulas, and A. Molle, 2D Materials for Nanoelectronics: CRC 

Press, Taylor & Francis Group, 2016. 

[105] A. Nathan, A. Ahnood, M. T. Cole, S. Lee, Y. Suzuki, P. Hiralal, F. Bonaccorso, 

T. Hasan, L. Garcia-Gancedo, A. Dyadyusha, et al., "Flexible Electronics: The 

Next Ubiquitous Platform," Proceedings of the IEEE, vol. 100, pp. 1486-1517, 

2012. 

[106] A. P. John, A. Thenapparambil, and M. Thalakulam, "Strain-engineering the 

Schottky barrier and electrical transport on MoS2," Nanotechnology, vol. 31, p. 

275703, 2020. 

[107] S. Manzeli, A. Allain, A. Ghadimi, and A. Kis, "Piezoresistivity and Strain-induced 

Band Gap Tuning in Atomically Thin MoS2," Nano Letters, vol. 15, pp. 5330-5335, 

2015. 

[108] M. Park, Y. J. Park, X. Chen, Y.-K. Park, M.-S. Kim, and J.-H. Ahn, "MoS2-Based 

Tactile Sensor for Electronic Skin Applications," Advanced Materials, vol. 28, pp. 

2556-2562, 2016. 

[109] M. Zhu, J. Li, N. Inomata, M. Toda, and T. Ono, "Vanadium-doped molybdenum 

disulfide film-based strain sensors with high gauge factor," Applied Physics 

Express, vol. 12, p. 015003, 2019. 

[110] M. Zhu, K. Sakamoto, J. Li, N. Inomata, M. Toda, and T. Ono, "Piezoresistive 

strain sensor based on monolayer molybdenum disulfide continuous film deposited 

by chemical vapor deposition," Journal of Micromechanics and Microengineering, 

vol. 29, p. 055002, 2019. 

[111] S. Bertolazzi, P. Bondavalli, S. Roche, T. San, S. Y. Choi, L. Colombo, F. 

Bonaccorso, and P. Samori, "Nonvolatile Memories Based on Graphene and 

Related 2D Materials," Advanced Materials, vol. 31, p. 1806663, 2019. 

[112] P. Sun, N. Lu, L. Li, Y. Li, H. Wang, H. Lv, Q. Liu, S. Long, S. Liu, and M. Liu, 

"Thermal crosstalk in 3-dimensional RRAM crossbar array," Scientific Reports, 

vol. 5, p. 13504, 2015. 

[113] Z. Jiang, Z. Wang, X. Zheng, S. Fong, S. Qin, H. Chen, C. Ahn, J. Cao, Y. Nishi, 

and H. P. Wong, "Microsecond transient thermal behavior of HfOx-based resistive 

random access memory using a micro thermal stage (MTS)," IEEE International 

Electron Devices Meeting (IEDM), pp. 21.3.1-21.3.4, 2016. 

[114] S. Kumar, Z. Wang, N. Davila, N. Kumari, K. J. Norris, X. Huang, J. P. Strachan, 

D. Vine, A. L. D. Kilcoyne, Y. Nishi, et al., "Physical origins of current and 

temperature controlled negative differential resistances in NbO2," Nature 

Communications, vol. 8, p. 658, 2017. 

[115] D.-H. Kwon, K. M. Kim, J. H. Jang, J. M. Jeon, M. H. Lee, G. H. Kim, X.-S. Li, 

G.-S. Park, B. Lee, S. Han, et al., "Atomic structure of conducting nanofilaments 

in TiO2 resistive switching memory," Nature Nanotechnology, vol. 5, pp. 148-153, 

2010. 



109 

 

[116] I. M. Datye, M. M. Rojo, E. Yalon, S. Deshmukh, M. J. Mleczko, and E. Pop, 

"Localized Heating and Switching in MoTe2-Based Resistive Memory Devices," 

Nano Letters, vol. 20, pp. 1461-1467, 2020. 

[117] M. J. Mleczko, A. C. Yu, C. M. Smyth, V. Chen, Y. C. Shin, S. Chatterjee, Y.-C. 

Tsai, Y. Nishi, R. M. Wallace, and E. Pop, "Contact Engineering High Performance 

n-Type MoTe2 Transistors," Nano Letters, vol. 19, pp. 6352-6362, 2019. 

[118] M. J. Mleczko, R. L. Xu, K. Okabe, H. H. Kuo, I. R. Fisher, H. S. P. Wong, Y. 

Nishi, and E. Pop, "High Current Density and Low Thermal Conductivity of 

Atomically Thin Semimetallic WTe2," ACS Nano, vol. 10, pp. 7507-7514, 2016. 

[119] K. Kim, M. Yankowitz, B. Fallahazad, S. Kang, H. C. P. Movva, S. Q. Huang, S. 

Larentis, C. M. Corbet, T. Taniguchi, K. Watanabe, et al., "van der Waals 

Heterostructures with High Accuracy Rotational Alignment," Nano Letters, vol. 

16, pp. 1989-1995, 2016. 

[120] G. A. Gibson, S. Musunuru, J. M. Zhang, K. Vandenberghe, J. Lee, C. C. Hsieh, 

W. Jackson, Y. Jeon, D. Henze, Z. Y. Li, et al., "An accurate locally active 

memristor model for S-type negative differential resistance in NbOx," Applied 

Physics Letters, vol. 108, p. 023505, 2016. 

[121] J. L. Hartke, "The Three-Dimensional Poole-Frenkel Effect," Journal of Applied 

Physics, vol. 39, p. 4871, 1968. 

[122] S. Kumar and R. S. Williams, "Separation of current density and electric field 

domains caused by nonlinear electronic instabilities," Nature Communications, vol. 

9, p. 2030, 2018. 

[123] A. Laturia, M. L. Van de Put, and W. G. Vandenberghe, "Dielectric properties of 

hexagonal boron nitride and transition metal dichalcogenides: from monolayer to 

bulk," npj 2D Materials and Applications, vol. 2, p. 6, 2018. 

[124] T. Borca-Tasciuc, "Scanning probe methods for thermal and thermoelectric 

property measurements," Annual Review of Heat Transfer, vol. 16, pp. 211-258, 

2013. 

[125] E. Yalon, S. Deshmukh, M. M. Rojo, F. F. Lian, C. M. Neumann, F. Xiong, and E. 

Pop, "Spatially Resolved Thermometry of Resistive Memory Devices," Scientific 

Reports, vol. 7, p. 15360, 2017. 

[126] Y. Zhang, W. Zhu, F. Hui, M. Lanza, T. Borca-Tasciuc, and M. Muñoz Rojo, "A 

Review on Principles and Applications of Scanning Thermal Microscopy (SThM)," 

Advanced Functional Materials, p. 1900892, 2019. 

[127] S. Deshmukh, M. M. Rojo, E. Yalon, S. Vaziri, and E. Pop, "Probing Self-Heating 

in RRAM Devices by Sub-100 nm Spatially Resolved Thermometry," IEEE Device 

Research Conference (DRC), 2018. 

[128] T. Takahashi, T. Matsuki, T. Shinada, Y. Inoue, and K. Uchida, "Direct Evaluation 

of Self-Heating Effects in Bulk and Ultra-Thin BOX SOI MOSFETs Using Four-

Terminal Gate Resistance Technique," IEEE Journal of the Electron Devices 

Society, vol. 4, pp. 365-373, 2016. 

[129] E. Puyoo, S. Grauby, J. M. Rampnoux, E. Rouviere, and S. Dilhaire, "Thermal 

exchange radius measurement: Application to nanowire thermal imaging," Review 

of Scientific Instruments, vol. 81, p. 073701, 2010. 



110 

 

[130] H. C. Chien, D. J. Yao, M. J. Huang, and T. Y. Chang, "Thermal conductivity 

measurement and interface thermal resistance estimation using SiO2 thin film," 

Review of Scientific Instruments, vol. 79, p. 054902, 2008. 

[131] M. Asheghi, K. Kurabayashi, R. Kasnavi, and K. E. Goodson, "Thermal conduction 

in doped single-crystal silicon films," Journal of Applied Physics, vol. 91, pp. 5079-

5088, 2002. 

[132] E. Yalon, C. J. McClellan, K. K. H. Smithe, M. M. Rojo, R. L. Xu, S. V. 

Suryavanshi, A. J. Gabourie, C. M. Neumann, F. Xiong, A. B. Farimani, et al., 

"Energy Dissipation in Monolayer MoS2 Electronics," Nano Letters, vol. 17, pp. 

3429-3433, 2017. 

[133] X. J. Yan, Y. Y. Lv, L. Li, X. Li, S. H. Yao, Y. B. Chen, X. P. Liu, H. Lu, M. H. 

Lu, and Y. F. Chen, "Investigation on the phase-transition-induced hysteresis in the 

thermal transport along the c-axis of MoTe2," npj Quantum Materials, vol. 2, 2017. 

[134] F. Warkusz, "The size effect and the temperature coefficient of resistance in thin 

films," Journal of Physics D: Applied Physics, vol. 11, pp. 689-694, 1978. 

[135] Y. K. Koh, M. H. Bae, D. G. Cahill, and E. Pop, "Heat Conduction across 

Monolayer and Few-Layer Graphenes," Nano Letters, vol. 10, pp. 4363-4368, 

2010. 

[136] E. Hildebrandt, J. Kurian, M. M. Muller, T. Schroeder, H. J. Kleebe, and L. Alff, 

"Controlled oxygen vacancy induced p-type conductivity in HfO2-x thin films," 

Applied Physics Letters, vol. 99, p. 112902, 2011. 

[137] F. M. Li, B. C. Bayer, S. Hofmann, J. D. Dutson, S. J. Wakeham, M. J. Thwaites, 

W. I. Milne, and A. J. Flewitt, "High-k (k=30) amorphous hafnium oxide films from 

high rate room temperature deposition," Applied Physics Letters, vol. 98, p. 

252903, 2011. 

[138] K. Ueno and K. Fukushima, "Changes in structure and chemical composition of -

MoTe2 and -MoTe2 during heating in vacuum conditions," Applied Physics 

Express, vol. 8, p. 095201, 2015. 

[139] M. B. Vellinga, R. de Jonge, and C. Haas, "Semiconductor to metal transition in 

MoTe2," Journal of Solid State Chemistry, vol. 2, pp. 299-302, 1970. 

[140] H. P. Wong, H. Lee, S. Yu, Y. Chen, Y. Wu, P. Chen, B. Lee, F. T. Chen, and M. 

Tsai, "Metal–Oxide RRAM," Proceedings of the IEEE, vol. 100, pp. 1951-1970, 

2012. 

[141] X. Zheng, Y. Wei, C. Deng, H. Huang, Y. Yu, G. Wang, G. Peng, Z. Zhu, Y. Zhang, 

T. Jiang, et al., "Controlled Layer-by-Layer Oxidation of MoTe2 via O3 Exposure," 

ACS Applied Materials & Interfaces, vol. 10, pp. 30045-30050, 2018. 

[142] G. Muller, T. Happ, M. Kund, G. Y. Lee, N. Nagel, and R. Sezi, "Status and outlook 

of emerging nonvolatile memory technologies," IEEE International Electron 

Devices Meeting (IEDM), pp. 567-570, 2004. 

[143] R. Symanczyk, M. Balakrishnan, C. Gopalan, T. Happ, M. Kozicki, M. Kund, T. 

Mikolajick, M. Mitkova, M. Park, C.-U. Pinnow, et al., "Electrical characterization 

of solid state ionic memory elements," NVMTS Technical Digest, pp. 17-1, 2003. 

[144] J. P. Thomas, J. M. Mackowski, and J. Tousset, "Kinetics of Drift and Thermal-

Diffusion of Gold Electrodes into Amorphous-Semiconductor Thin-Films," 

Nuclear Instruments & Methods, vol. 149, pp. 265-269, 1978. 



111 

 

[145] R. A. Collins and G. Jones, "Evidence for Metal-Ion Diffusion during Memory-

Switching in Thin Selenium Films," Journal of Physics D-Applied Physics, vol. 11, 

pp. L13-L16, 1978. 

[146] I. A. Blech and E. Kinsbron, "Electromigration in Thin Gold-Films on 

Molybdenum Surfaces," Thin Solid Films, vol. 25, pp. 327-334, 1975. 

[147] M. Etzion, I. A. Blech, and Y. Komem, "Study of Conductive Gold Film Lifetime 

under High-Current Densities," Journal of Applied Physics, vol. 46, pp. 1455-1458, 

1975. 

[148] M. R. Pinnel, "Diffusion-related behaviour of gold in thin film systems," Gold 

Bulletin, vol. 12, pp. 62-71, 1979. 

[149] S. Ghatak, A. N. Pal, and A. Ghosh, "Nature of Electronic States in Atomically 

Thin MoS2 Field-Effect Transistors," ACS Nano, vol. 5, pp. 7707-7712, 2011. 

[150] S. B. Desai, S. R. Madhvapathy, M. Amani, D. Kiriya, M. Hettick, M. Tosun, Y. 

Z. Zhou, M. Dubey, J. W. Ager, D. Chrzan, et al., "Gold-Mediated Exfoliation of 

Ultralarge Optoelectronically-Perfect Monolayers," Advanced Materials, vol. 28, 

pp. 4053-4058, 2016. 

[151] M. Velicky, G. E. Donnelly, W. R. Hendren, S. McFarland, D. Scullion, W. J. I. 

DeBenedetti, G. C. Correa, Y. M. Han, A. J. Wain, M. A. Hines, et al., "Mechanism 

of Gold-Assisted Exfoliation of Centimeter-Sized Transition-Metal 

Dichalcogenide Monolayers," ACS Nano, vol. 12, pp. 10463-10472, 2018. 

[152] B. Chen, H. Sahin, A. Suslu, L. Ding, M. I. Bertoni, F. M. Peeters, and S. Tongay, 

"Environmental Changes in MoTe2 Excitonic Dynamics by Defects-Activated 

Molecular Interaction," ACS Nano, vol. 9, pp. 5326-5332, 2015. 

[153] H. Zhu, Q. X. Wang, L. X. Cheng, R. Addou, J. Y. Kim, M. J. Kim, and R. M. 

Wallace, "Defects and Surface Structural Stability of MoTe2 Under Vacuum 

Annealing," ACS Nano, vol. 11, pp. 11005-11014, 2017. 

[154] S. Yoo, T. Eom, T. Gwon, and C. S. Hwang, "Bipolar resistive switching behavior 

of an amorphous Ge2Sb2Te5 thin films with a Te layer," Nanoscale, vol. 7, pp. 6340-

6347, 2015. 

[155] S. L. Li, K. Wakabayashi, Y. Xu, S. Nakaharai, K. Komatsu, W. W. Li, Y. F. Lin, 

A. Aparecido-Ferreira, and K. Tsukagoshi, "Thickness-dependent interfacial 

coulomb scattering in atomically thin field-effect transistors," Nano Letters, pp. 

3546-3552, 2013. 

[156] D. Jariwala, V. K. Sangwan, D. J. Late, J. E. Johns, V. P. Dravid, T. J. Marks, L. J. 

Lauhon, and M. C. Hersam, "Band-like transport in high mobility unencapsulated 

single-layer MoS2 transistors," Applied Physics Letters, vol. 102, p. 173107, 2013. 

[157] A. Di Bartolomeo, L. Genovese, F. Giubileo, L. Iemmo, G. Luongo, T. Foller, and 

M. Schleberger, "Hysteresis in the transfer characteristics of MoS2 transistors," 2D 

Materials, vol. 5, p. 015014, 2018. 

[158] D. J. Late, B. Liu, H. S. S. R. Matte, V. P. Dravid, and C. N. R. Rao, "Hysteresis in 

single-layer MoS2 field effect transistors.," ACS Nano, vol. 6, pp. 5635-41, 2012. 

[159] T. Li, G. Du, B. Zhang, and Z. Zeng, "Scaling behavior of hysteresis in multilayer 

MoS2 field effect transistors," Applied Physics Letters, vol. 105, p. 093107, 2014. 

[160] Y. Park, H. W. Baac, J. Heo, and G. Yoo, "Thermally activated trap charges 

responsible for hysteresis in multilayer MoS2 field-effect transistors," Applied 

Physics Letters, vol. 108, p. 083102, 2016. 



112 

 

[161] P. B. Shah, M. Amani, M. L. Chin, T. P. O’Regan, F. J. Crowne, and M. Dubey, 

"Analysis of temperature dependent hysteresis in MoS2 field effect transistors for 

high frequency applications," Solid-State Electronics, vol. 91, pp. 87-90, 2014. 

[162] E. A. Carrion, A. Y. Serov, S. Islam, A. Behnam, A. Malik, F. Xiong, M. Bianchi, 

R. Sordan, and E. Pop, "Hysteresis-free nanosecond pulsed electrical 

characterization of top-gated graphene transistors," IEEE Transactions on Electron 

Devices, vol. 61, pp. 1583-1589, 2014. 

[163] Z. Lu, O. Lee, J. C. Wong, and S. Salahuddin, "Surface states in a monolayer MoS2 

transistor," Journal of Materials Research, vol. 3, pp. 1-6, 2016. 

[164] D. Estrada, S. Dutta, A. Liao, and E. Pop, "Reduction of hysteresis for carbon 

nanotube mobility measurements using pulsed characterization," Nanotechnology, 

vol. 21, p. 85702, 2010. 

[165] J. Shu, G. Wu, Y. Guo, B. Liu, X. Wei, and Q. Chen, "The Intrinsic Origin of the 

Hysteresis in the MoS2 Field Effect Transistors," Nanoscale, pp. 3049-3056, 2016. 

[166] Y. Y. Illarionov, G. Rzepa, M. Waltl, T. Knobloch, A. Grill, M. M. Furchi, T. 

Mueller, and T. Grasser, "The role of charge trapping in MoS2/SiO2 and MoS2/hBN 

field-effect transistors," 2D Materials, vol. 3, p. 035004, 2016. 

[167] Y. Y. Illarionov, T. Knobloch, M. Waltl, G. Rzepa, A. Pospischil, D. K. Polyushkin, 

M. M. Furchi, T. Mueller, and T. Grasser, "Energetic mapping of oxide traps in 

MoS2 field-effect transistors," 2D Materials, vol. 4, p. 025108, 2017. 

[168] K. W. Lee, K. Y. Heo, K. M. Kim, and H. J. Kim, "Memory effects based on 

random networks of single-walled carbon nanotubes," Nanotechnology, vol. 20, p. 

405210, 2009. 

[169] Y. Y. Illarionov, K. K. H. Smithe, M. Waltl, T. Knobloch, E. Pop, and T. Grasser, 

"Improved Hysteresis and Reliability of MoS2 Transistors With High-Quality CVD 

Growth and Al2O3 Encapsulation," IEEE Electron Device Letters, vol. 38, pp. 

1763-1766, 2017. 

[170] S. T. Lee, I. T. Cho, W. M. Kang, B. G. Park, and J.-H. Lee, "Accurate extraction 

of WSe2 FETs parameters by using pulsed I-V method at various temperatures," 

Nano Convergence, vol. 3, p. 31, 2016. 

[171] R. S. Park, M. M. Shulaker, G. Hills, L. Suriyasena Liyanage, S. Lee, A. Tang, S. 

Mitra, and H. S. P. Wong, "Hysteresis in Carbon Nanotube Transistors: 

Measurement and Analysis of Trap Density, Energy Level, and Spatial 

Distribution," ACS Nano, vol. 10, pp. 4599-4608, 2016. 

[172] K. Manoli, M. M. Patrikoussakis, M. Magliulo, L. M. Dumitru, M. Y. Mulla, L. 

Sabbatini, and L. Torsi, "Pulsed voltage driven organic field-effect transistors for 

high stability transient current measurements," Organic Electronics, vol. 15, pp. 

2372-2380, 2014. 

[173] I. M. Datye, A. J. Gabourie, C. D. English, K. K. H. Smithe, C. J. McClellan, N. C. 

Wang, and E. Pop, "Reduction of hysteresis in MoS2 transistors using pulsed 

voltage measurements," 2D Materials, vol. 6, p. 011004, 2018. 

[174] H. Ramamoorthy, R. Somphonsane, J. Radice, G. He, C. P. Kwan, and J. P. Bird, 

"“Freeing” Graphene from Its Substrate: Observing Intrinsic Velocity Saturation 

with Rapid Electrical Pulsing," Nano Letters, vol. 16, pp. 399-403, 2016. 

[175] "Model 4200-SCS Semiconductor Characterization System Reference Manual," 

Keithley Instruments, 2008. 



113 

 

[176] A. Ortiz-Conde, F. J. Garcı́a Sánchez, J. J. Liou, A. Cerdeira, M. Estrada, and Y. 

Yue, "A review of recent MOSFET threshold voltage extraction methods," 

Microelectronics Reliability, vol. 42, pp. 583-596, 2002. 

[177] F. P. Heiman and G. Warfield, "Effects of Oxide Traps on MOS Capacitance," 

IEEE Transactions on Electron Devices, vol. 12, pp. 167-178, 1965. 

[178] D. K. Schroder, Semiconductor material and device characterization, 3rd ed. 

Hoboken, N.J.: IEEE Press; Wiley, 2006. 

[179] Y. Shimazu, M. Tashiro, S. Sonobe, and M. Takahashi, "Environmental Effects on 

Hysteresis of Transfer Characteristics in Molybdenum Disulfide Field-Effect 

Transistors," Scientific Reports, vol. 6, p. 30084, 2016. 

[180] W. Kim, A. Javey, O. Vermesh, O. Wang, Y. M. Li, and H. J. Dai, "Hysteresis 

caused by water molecules in carbon nanotube field-effect transistors," Nano 

Letters, vol. 3, pp. 193-198, 2003. 

[181] K. Choi, S. R. A. Raza, H. S. Lee, P. J. Jeon, A. Pezeshki, S.-w. Min, J. S. Kim, W. 

Yoon, S.-y. Ju, K. Lee, et al., "Trap density probing on top-gate MoS2 nanosheet 

field-effect transistors by photo-excited charge collection spectroscopy," 

Nanoscale, vol. 7, pp. 5617-5623, 2015. 

[182] S. Ghatak and A. Ghosh, "Observation of trap-assisted space charge limited 

conductivity in short channel MoS2 transistor," Applied Physics Letters, vol. 103, 

p. 122103, 2013. 

[183] C. K. Kim, C. H. Yu, J. Hur, H. Bae, S. B. Jeon, H. Park, Y. M. Kim, K. C. Choi, 

Y. K. Choi, and S. Y. Choi, "Abnormal electrical characteristics of multi-layered 

MoS2 FETs attributed to bulk traps," 2D Materials, vol. 3, p. 8, 2016. 

[184] A. Vijayaraghavan, S. Kar, C. Soldano, S. Talapatra, O. Nalamasu, and P. M. 

Ajayan, "Charge-injection-induced dynamic screening and origin of hysteresis in 

field-modulated transport in single-wall carbon nanotubes," Applied Physics 

Letters, vol. 89, p. 162108, 2006. 

[185] Y. Guo, X. Wei, J. Shu, B. Liu, J. Yin, C. Guan, Y. Han, S. Gao, and Q. Chen, 

"Charge trapping at the MoS-SiO2 interface and its effects on the characteristics 

of MoS2 metal-oxide-semiconductor field effect transistors," Applied Physics 

Letters, vol. 106, p. 103109, 2015. 

[186] R. S. Muller, T. I. Kamins, and M. Chan, Device electronics for integrated circuits, 

3rd ed. New York, NY: John Wiley & Sons, Inc., 2003. 

[187] K. K. H. Smithe, A. V. Krayev, C. S. Bailey, H. R. Lee, E. Yalon, Ö. B. Aslan, M. 

Muñoz Rojo, S. Krylyuk, P. Taheri, A. V. Davydov, et al., "Nanoscale 

Heterogeneities in Monolayer MoSe2 Revealed by Correlated Scanning Probe 

Microscopy and Tip-Enhanced Raman Spectroscopy," ACS Applied Nano 

Materials, vol. 1, pp. 572-579, 2018. 

[188] E. P. Gusev, D. A. Buchanan, E. Cartier, A. Kumar, D. DiMaria, S. Guha, A. 

Callegari, S. Zafar, P. C. Jamison, D. a. Neumayer, et al., "Ultrathin high-K gate 

stacks for advanced CMOS devices," IEEE International Electron Devices Meeting 

(IEDM), pp. 20.1.1-20.1.4, 2001. 

[189] E. P. Gusev and C. P. D'Emic, "Charge detrapping in HfO2 high-k gate dielectric 

stacks," Applied Physics Letters, vol. 83, pp. 5223-5225, 2003. 

[190] A. Kerber, "Characterization of the Vt Instability in SiO2/HfO2 Gate Dielectrics," 

IEEE International Reliability Physics Symposium, 2003. 



114 

 

[191] W. Bao, X. Cai, D. Kim, K. Sridhara, and M. S. Fuhrer, "High mobility ambipolar 

MoS2 field-effect transistors: Substrate and dielectric effects," Applied Physics 

Letters, vol. 102, pp. 2-6, 2013. 

[192] G. Han and Y. Yoon, "Contact-dependent performance variability of monolayer 

MoS2 field-effect transistors," Applied Physics Letters, vol. 105, p. 213508, 2014. 

[193] X. Chen, Z. Wu, S. Xu, L. Wang, R. Huang, Y. Han, W. Ye, W. Xiong, T. Han, G. 

Long, et al., "Probing the electron states and metal-insulator transition mechanisms 

in molybdenum disulphide vertical heterostructures," Nature Communications, vol. 

6, p. 6088, 2015. 

[194] I. Lundström and C. Svensson, "Tunneling to traps in insulators," Journal of 

Applied Physics, vol. 43, pp. 5045-5047, 1972. 

[195] Y. Liu, A. Shanware, L. Colombo, and R. Dutton, "Modeling of charge trapping 

induced threshold-voltage instability in high-kappa gate dielectric FETs," IEEE 

Electron Device Letters, vol. 27, pp. 489-491, 2006. 

[196] J. Kang, S. Tongay, J. Zhou, J. Li, and J. Wu, "Band offsets and heterostructures of 

two-dimensional semiconductors," Applied Physics Letters, vol. 102, p. 012111, 

2013. 

[197] S. Monaghan, P. K. Hurley, K. Cherkaoui, M. A. Negara, and A. Schenk, 

"Determination of electron effective mass and electron affinity in HfO2 using MOS 

and MOSFET structures," Solid-State Electronics, vol. 53, pp. 438-444, 2009. 

[198] N. Ma and D. Jena, "Carrier statistics and quantum capacitance effects on mobility 

extraction in two-dimensional crystal semiconductor field-effect transistors," 2D 

Materials, vol. 2, 2015. 

[199] H. L. Zeng, J. F. Dai, W. Yao, D. Xiao, and X. D. Cui, "Valley polarization in MoS2 

monolayers by optical pumping," Nature Nanotechnology, vol. 7, pp. 490-493, 

2012. 

[200] K. S. Novoselov, D. Jiang, F. Schedin, T. J. Booth, V. V. Khotkevich, S. V. 

Morozov, and A. K. Geim, "Two-Dimensional Atomic Crystals," Proceedings of 

the National Academy of Sciences of the United States of America, vol. 102, pp. 

10451-3, 2005. 

[201] M. Chhowalla, H. S. Shin, G. Eda, L. J. Li, K. P. Loh, and H. Zhang, "The chemistry 

of two-dimensional layered transition metal dichalcogenide nanosheets," Nature 

Chemistry, vol. 5, pp. 263-275, 2013. 

[202] I. G. Lezama, A. Arora, A. Ubaldini, C. Barreteau, E. Giannini, M. Potemski, and 

A. F. Morpurgo, "Indirect-to-Direct Band Gap Crossover in Few-Layer MoTe2," 

Nano Letters, vol. 15, pp. 2336-2342, 2015. 

[203] G. Froehlicher, E. Lorchat, and S. Berciaud, "Direct versus indirect band gap 

emission and exciton-exciton annihilation in atomically thin molybdenum 

ditelluride (MoTe2)," Physical Review B, vol. 94, p. 085429, 2016. 

[204] S. Koirala, S. Mouri, Y. Miyauchi, and K. Matsuda, "Homogeneous linewidth 

broadening and exciton dephasing mechanism in MoTe2," Physical Review B, vol. 

93, p. 075411, 2016. 

[205] J. Yang, T. Y. Lu, Y. W. Myint, J. J. Pei, D. Macdonald, J. C. Zheng, and Y. R. Lu, 

"Robust Excitons and Trions in Monolayer MoTe2," ACS Nano, vol. 9, pp. 6603-

6609, 2015. 



115 

 

[206] K. A. N. Duerloo and E. J. Reed, "Structural Phase Transitions by Design in 

Monolayer Alloys," ACS Nano, vol. 10, pp. 289-297, 2016. 

[207] M. Hosseini, M. Elahi, M. Pourfath, and D. Esseni, "Very large strain gauges based 

on single layer MoSe2 and WSe2 for sensing applications," Applied Physics Letters, 

vol. 107, p. 253503, 2015. 

[208] C. E. P. Villegas and A. R. Rocha, "Elucidating the Optical Properties of Novel 

Heterolayered Materials Based on MoTe2-InN for Photovoltaic Applications," 

Journal of Physical Chemistry C, vol. 119, pp. 11886-11895, 2015. 

[209] J. Berry, S. S. Zhou, J. Han, D. J. Srolovitz, and M. P. Haataja, "Dynamic Phase 

Engineering of Bendable Transition Metal Dichalcogenide Monolayers," Nano 

Letters, vol. 17, pp. 2473-2481, 2017. 

[210] C. Zhang, S. Kc, Y. Nie, C. Liang, W. G. Vandenberghe, R. C. Longo, Y. Zheng, 

F. Kong, S. Hong, R. M. Wallace, et al., "Charge Mediated Reversible Metal–

Insulator Transition in Monolayer MoTe2 and WxMo1–xTe2 Alloy," ACS Nano, vol. 

10, pp. 7370-7375, 2016. 

[211] D. Rhodes, D. A. Chenet, B. E. Janicek, C. Nyby, Y. Lin, W. Jin, D. Edelberg, E. 

Mannebach, N. Finney, A. Antony, et al., "Engineering the Structural and 

Electronic Phases of MoTe2 through W Substitution," Nano Letters, vol. 17, pp. 

1616-1622, 2017. 

[212] Y. Wang, J. Xiao, H. Zhu, Y. Li, Y. Alsaid, K. Y. Fong, Y. Zhou, S. Wang, W. Shi, 

Y. Wang, et al., "Structural phase transition in monolayer MoTe2 driven by 

electrostatic doping," Nature, vol. 550, pp. 487-491, 2017. 

[213] S. Song, D. H. Keum, S. Cho, D. Perello, Y. Kim, and Y. H. Lee, "Room 

Temperature Semiconductor-Metal Transition of MoTe2 Thin Films Engineered by 

Strain," Nano Letters, vol. 16, pp. 188-193, 2016. 

[214] Y. Y. Lv, L. Cao, X. Li, B. B. Zhang, K. Wang, B. Pang, L. G. Ma, D. J. Lin, S. H. 

Yao, J. Zhou, et al., "Composition and temperature-dependent phase transition in 

miscible Mo1-xWxTe2 single crystals," Scientific Reports, vol. 7, p. 44587, 2017. 

[215] S. M. Oliver, R. Beams, S. Krylyuk, I. Kalish, A. K. Singh, A. Bruma, F. Tavazza, 

J. Joshi, I. R. Stone, S. J. Stranick, et al., "The structural phases and vibrational 

properties of Mo1-xWxTe2 alloys," 2D Materials, vol. 4, p. 045008, 2017. 

[216] K. F. Mak, M. Y. Sfeir, Y. Wu, C. H. Lui, J. A. Misewich, and T. F. Heinz, 

"Measurement of the Optical Conductivity of Graphene," Physical Review Letters, 

vol. 101, p. 196405, 2008. 

[217] J. D. Mcintyre and D. E. Aspnes, "Differential Reflection Spectroscopy of Very 

Thin Surface Films," Surface Science, vol. 24, pp. 417-434, 1971. 

[218] R. G. Buckley and D. Beaglehole, "Absorptance of Thin-Films," Applied Optics, 

vol. 16, pp. 2495-2499, 1977. 

[219] Z. Cai, W. Qiu, G. Shao, and W. Wang, "A new fabrication method for all-PDMS 

waveguides," Sensors and Actuators A: Physical, vol. 204, pp. 44-47, 2013. 

[220] Y. Li, A. Chernikov, X. Zhang, A. Rigosi, H. M. Hill, A. M. van der Zande, D. A. 

Chenet, E.-M. Shih, J. Hone, and T. F. Heinz, "Measurement of the optical 

dielectric function of monolayer transition-metal dichalcogenides: MoS2, MoSe2, 

WS2, and WSe2," Physical Review B, vol. 90, p. 205422, 2014. 



116 

 

[221] H. H. Guo, T. Yang, M. Yamamoto, L. Zhou, R. Ishikawa, K. Ueno, K. Tsukagoshi, 

Z. D. Zhang, M. S. Dresselhaus, and R. Saito, "Double resonance Raman modes in 

monolayer and few-layer MoTe2," Physical Review B, vol. 91, p. 205415, 2015. 

[222] X. Luo, Y. Zhao, J. Zhang, M. Toh, C. Kloc, Q. Xiong, and S. Y. Quek, "Effects of 

lower symmetry and dimensionality on Raman spectra in two-dimensional WSe2," 

Physical Review B, vol. 88, p. 195313, 2013. 

[223] M. Yamamoto, S. T. Wang, M. Y. Ni, Y. F. Lin, S. L. Li, S. Aikawa, W. B. Jian, 

K. Ueno, K. Wakabayashi, and K. Tsukagoshi, "Strong Enhancement of Raman 

Scattering from a Bulk-Inactive Vibrational Mode in Few-Layer MoTe2," ACS 

Nano, vol. 8, pp. 3895-3903, 2014. 

[224] N. Scheuschner, R. Gillen, M. Staiger, and J. Maultzsch, "Interlayer resonant 

Raman modes in few-layer MoS2," Physical Review B, vol. 91, p. 235409, 2015. 

[225] Q. J. Song, Q. H. Tan, X. Zhang, J. B. Wu, B. W. Sheng, Y. Wan, X. Q. Wang, L. 

Dai, and P. H. Tan, "Physical origin of Davydov splitting and resonant Raman 

spectroscopy of Davydov components in multilayer MoTe2," Physical Review B, 

vol. 93, p. 115409, 2016. 

[226] M. Grzeszczyk, K. Golasa, M. Zinkiewicz, K. Nogajewski, M. R. Molas, M. 

Potemski, A. Wysmolek, and A. Babinski, "Raman scattering of few-layers 

MoTe2," 2D Materials, vol. 3, p. 025010, 2016. 

[227] K. Gołasa, M. Grzeszczyk, M. R. Molas, M. Zinkiewicz, Ł. Bala, K. Nogajewski, 

M. Potemski, A. Wysmołek, and A. Babiński, "Resonant quenching of Raman 

scattering due to out-of-plane A1g/A'1 modes in few-layer MoTe2," Nanophotonics, 

vol. 6, pp. 1281–1288, 2017. 

[228] L. D. Landau and E. M. Lifshitz, Mechanics, 2nd ed. Bristol, UK: Pergamon, 1969. 

[229] H. Terrones, E. D. Corro, S. Feng, J. M. Poumirol, D. Rhodes, D. Smirnov, N. R. 

Pradhan, Z. Lin, M. A. T. Nguyen, A. L. Elías, et al., "New First Order Raman-

Active Modes in Few Layered Transition Metal Dichalcogenides," Scientific 

Reports, vol. 4, p. 4215, 2014. 

[230] X.-F. Qiao, X.-L. Li, X. Zhang, W. Shi, J.-B. Wu, T. Chen, and P.-H. Tan, 

"Substrate-free layer-number identification of two-dimensional materials: A case 

of Mo0.5W0.5S2 alloy," Applied Physics Letters, vol. 106, p. 223102, 2015. 

[231] W.-J. Su, W.-Q. Weng, Y.-L. Wang, W.-S. Gan, S.-i. Honda, R.-S. Chen, Y.-S. 

Huang, and K.-Y. Lee, "Mo1−xWxS2-based photodetector fabrication and 

photoconductive characteristics," Japanese Journal of Applied Physics, vol. 56, p. 

032201, 2017. 

[232] M. Zhang, J. Wu, Y. Zhu, D. O. Dumcenco, J. Hong, N. Mao, S. Deng, Y. Chen, 

Y. Yang, C. Jin, et al., "Two-Dimensional Molybdenum Tungsten Diselenide 

Alloys: Photoluminescence, Raman Scattering, and Electrical Transport," ACS 

Nano, vol. 8, pp. 7130-7137, 2014. 

[233] Y. Chen, D. O. Dumcenco, Y. Zhu, X. Zhang, N. Mao, Q. Feng, M. Zhang, J. 

Zhang, P.-H. Tan, Y.-S. Huang, et al., "Composition-dependent Raman modes of 

Mo1-xWxS2 monolayer alloys," Nanoscale, vol. 6, pp. 2833-2839, 2014. 

[234] L.-F. Huang and Z. Zeng, "Roles of Mass, Structure, and Bond Strength in the 

Phonon Properties and Lattice Anharmonicity of Single-Layer Mo and W 

Dichalcogenides," Journal of Physical Chemistry C, vol. 119, pp. 18779-18789, 

2015. 



117 

 

[235] G. Froehlicher, E. Lorchat, F. Fernique, C. Joshi, A. Molina-Sanchez, L. Wirtz, and 

S. Berciaud, "Unified Description of the Optical Phonon Modes in N-Layer 

MoTe2," Nano Letters, vol. 15, pp. 6481-6489, 2015. 

[236] P. Soubelet, A. E. Bruchhausen, A. Fainstein, K. Nogajewski, and C. Faugeras, 

"Resonance effects in the Raman scattering of monolayer and few-layer MoSe2," 

Physical Review B, vol. 93, p. 155407, 2016. 

[237] D. Y. Qiu, F. H. da Jornada, and S. G. Louie, "Optical Spectrum of MoS2: Many-

Body Effects and Diversity of Exciton States," Physical Review Letters, vol. 111, 

p. 216805, 2013. 

[238] R. Gillen and J. Maultzsch, "Light-Matter Interactions in Two-Dimensional 

Transition Metal Dichalcogenides: Dominant Excitonic Transitions in Mono- and 

Few-Layer MoX2 and Band Nesting," IEEE Journal of Selected Topics in Quantum 

Electronics, vol. 23, p. 219, 2017. 

[239] Y. Zhang, T. R. Chang, B. Zhou, Y. T. Cui, H. Yan, Z. Liu, F. Schmitt, J. Lee, R. 

Moore, Y. Chen, et al., "Direct observation of the transition from indirect to direct 

bandgap in atomically thin epitaxial MoSe2," Nature Nanotechnology, vol. 9, pp. 

111-5, 2014. 

[240] W. S. Yun, S. W. Han, S. C. Hong, I. G. Kim, and J. D. Lee, "Thickness and strain 

effects on electronic structures of transition metal dichalcogenides: 2H-MX2 

semiconductors (M = Mo, W; X = S, Se, Te)," Physical Review B, vol. 85, p. 

033305, 2012. 

[241] W. C. Jin, P. C. Yeh, N. Zaki, D. T. Zhang, J. T. Sadowski, A. Al-Mahboob, A. M. 

van der Zande, D. A. Chenet, J. I. Dadap, I. P. Herman, et al., "Direct Measurement 

of the Thickness-Dependent Electronic Band Structure of MoS2 Using Angle-

Resolved Photoemission Spectroscopy," Physical Review Letters, vol. 111, p. 

106801, 2013. 

[242] R. A. M. Bromley, R. B.; Yoffe, A. D, "The band structures of some transition 

metal dichalcogenides. III. Group VIA: trigonal prism materials," J. Phys. C Solid 

State Phys., vol. 5, p. 759, 1972. 

[243] A. Carvalho, R. M. Ribeiro, and A. H. C. Neto, "Band nesting and the optical 

response of two-dimensional semiconducting transition metal dichalcogenides," 

Physical Review B, vol. 88, p. 115205, 2013. 

[244] K. F. Mak, C. Lee, J. Hone, J. Shan, and T. F. Heinz, "Atomically Thin MoS2: A 

New Direct-Gap Semiconductor," Physical Review Letters, vol. 105, p. 136805, 

2010. 

[245] W. Zhao, Z. Ghorannevis, L. Chu, M. Toh, C. Kloc, P.-H. Tan, and G. Eda, 

"Evolution of Electronic Structure in Atomically Thin Sheets of WS2 and WSe2," 

ACS Nano, vol. 7, pp. 791-797, 2013. 

[246] G. B. Liu, W. Y. Shan, Y. G. Yao, W. Yao, and D. Xiao, "Three-band tight-binding 

model for monolayers of group-VIB transition metal dichalcogenides," Physical 

Review B, vol. 88, p. 085433, 2013. 

[247] A. F. Rigosi, H. M. Hill, K. T. Rim, G. W. Flynn, and T. F. Heinz, "Electronic band 

gaps and exciton binding energies in monolayer MoxW1-xS2 transition metal 

dichalcogenide alloys probed by scanning tunneling and optical spectroscopy," 

Physical Review B, vol. 94, p. 075440, 2016. 



118 

 

[248] Z. Liu, M. Amani, S. Najmaei, Q. Xu, X. L. Zou, W. Zhou, T. Yu, C. Y. Qiu, A. G. 

Birdwell, F. J. Crowne, et al., "Strain and structure heterogeneity in MoS2 atomic 

layers grown by chemical vapour deposition," Nature Communications, vol. 5, p. 

5246, 2014. 

[249] T. Jiang, R. Huang, and Y. Zhu, "Interfacial Sliding and Buckling of Monolayer 

Graphene on a Stretchable Substrate," Advanced Functional Materials, vol. 24, pp. 

396-402, 2014. 

[250] K. F. Mak, K. He, C. Lee, G. H. Lee, J. Hone, T. F. Heinz, and J. Shan, "Tightly 

bound trions in monolayer MoS2," Nature Materials, vol. 12, pp. 207-11, 2013. 

[251] A. Chernikov, A. M. van der Zande, H. M. Hill, A. F. Rigosi, A. Velauthapillai, J. 

Hone, and T. F. Heinz, "Electrical Tuning of Exciton Binding Energies in 

Monolayer WS2," Physical Review Letters, vol. 115, p. 126802, 2015. 

[252] R. Schmidt, I. Niehues, R. Schneider, M. Druppel, T. Deilmann, M. Rohlfing, S. 

M. de Vasconcellos, A. Castellanos-Gomez, and R. Bratschitsch, "Reversible 

uniaxial strain tuning in atomically thin WSe2," 2D Materials, vol. 3, p. 021011, 

2016. 

[253] C. Robert, R. Picard, D. Lagarde, G. Wang, J. P. Echeverry, F. Cadiz, P. Renucci, 

A. Hogele, T. Amand, X. Marie, et al., "Excitonic properties of semiconducting 

monolayer and bilayer MoTe2," Physical Review B, vol. 94, p. 155425, 2016. 

[254] Z. H. Jin, X. D. Li, J. T. Mullen, and K. W. Kim, "Intrinsic transport properties of 

electrons and holes in monolayer transition-metal dichalcogenides," Physical 

Review B, vol. 90, p. 045422, 2014. 

[255] C. Herring, "Character tables for two space groups," J. Franklin Inst., vol. 233, pp. 

525-543, 1942. 

[256] S. H. Rhim, Y. S. Kim, and A. J. Freeman, "Strain-induced giant second-harmonic 

generation in monolayered 2H-MoX2 (X = S, Se, Te)," Applied Physics Letters, 

vol. 107, p. 241908, 2015. 

[257] H.-Y. Chang, S. Yang, J. Lee, L. Tao, W.-S. Hwang, D. Jena, N. Lu, and D. 

Akinwande, "High-Performance, Highly Bendable MoS2 Transistors with High- 

Dielectrics for Flexible Low-Power Systems," ACS Nano, vol. 7, pp. 5446-5452, 

2013. 

[258] H. Shi, H. Pan, Y.-W. Zhang, and B. I. Yakobson, "Quasiparticle band structures 

and optical properties of strained monolayer MoS2 and WS2," Physical Review B, 

vol. 87, p. 155304, 2013. 

[259] M. Selig, G. Berghauser, A. Raja, P. Nagler, C. Schuller, T. F. Heinz, T. Korn, A. 

Chernikov, E. Malic, and A. Knorr, "Excitonic linewidth and coherence lifetime in 

monolayer transition metal dichalcogenides," Nature Communications, vol. 7, p. 

13279, 2016. 

[260] M. Feierabend, A. Morlet, G. Berghauser, and E. Malic, "Impact of strain on the 

optical fingerprint of monolayer transition-metal dichalcogenides," Physical 

Review B, vol. 96, p. 045425, 2017. 

[261] A. Kormanyos, G. Burkard, M. Gmitra, J. Fabian, V. Zolyomi, N. D. Drummond, 

and V. Fal'ko, "k.p theory for two-dimensional transition metal dichalcogenide 

semiconductors," 2D Materials, vol. 2, p. 022001, 2015. 

[262] Z. Y. Wang, Y. L. Zhou, X. Q. Wang, F. Wang, Q. Sun, Z. X. Guo, and Y. Jia, 

"Effects of in-plane stiffness and charge transfer on thermal expansion of 



119 

 

monolayer transition metal dichalcogenide," Chinese Physics B, vol. 24, p. 026501, 

2015. 

[263] C. D. Zhang, Y. X. Chen, A. Johnson, M. Y. Li, L. J. Li, P. C. Mende, R. M. 

Feenstra, and C. K. Shih, "Probing Critical Point Energies of Transition Metal 

Dichalcogenides: Surprising Indirect Gap of Single Layer WSe2," Nano Letters, 

vol. 15, pp. 6494-6500, 2015. 

[264] Y. F. Ge, W. H. Wan, W. X. Feng, D. Xiao, and Y. G. Yao, "Effect of doping and 

strain modulations on electron transport in monolayer MoS2," Physical Review B, 

vol. 90, p. 035414, 2014. 

[265] S. I. Takagi, J. L. Hoyt, J. J. Welser, and J. F. Gibbons, "Comparative study of 

phonon-limited mobility of two-dimensional electrons in strained and unstrained Si 

metal-oxide-semiconductor field-effect transistors," Journal of Applied Physics, 

vol. 80, pp. 1567-1577, 1996. 

[266] M. V. Fischetti and S. E. Laux, "Band structure, deformation potentals, and carrier 

mobility in strained Si, Ge, and SiGe alloys," Journal of Applied Physics, vol. 80, 

pp. 2234-2252, 1996. 

[267] E. del Corro, H. Terrones, A. Elias, C. Fantini, S. M. Feng, M. A. Nguyen, T. E. 

Mallouk, M. Terrones, and M. A. Pimenta, "Excited Excitonic States in 1L, 2L, 3L, 

and Bulk WSe2 Observed by Resonant Raman Spectroscopy," ACS Nano, vol. 8, 

pp. 9629-9635, 2014. 

[268] N. Mohta and S. E. Thompson, "Mobility enhancement: The next vector to extend 

Moore's law," IEEE Circuits Devices Mag., vol. 21, pp. 18-23, 2005. 

[269] M. Hosseini, M. Elahi, M. Pourfath, and D. Esseni, "Strain induced mobility 

modulation in single-layer MoS2," Journal of Physics D: Applied Physics, vol. 48, 

p. 375104, 2015. 

[270] C. Rice, R. J. Young, R. Zan, U. Bangert, D. Wolverson, T. Georgiou, R. Jalil, and 

K. S. Novoselov, "Raman-scattering measurements and first-principles calculations 

of strain-induced phonon shifts in monolayer MoS2," Physical Review B, vol. 87, 

p. 081307, 2013. 

[271] N. Harada, S. Sato, and N. Yokoyama, "Computational study on electrical 

properties of transition metal dichalcogenide field-effect transistors with strained 

channel," Journal of Applied Physics, vol. 115, p. 034505, 2014. 

[272] M. Ghorbani-Asl, S. Borini, A. Kuc, and T. Heine, "Strain-dependent modulation 

of conductivity in single-layer transition-metal dichalcogenides," Physical Review 

B, vol. 87, p. 235434, 2013. 

[273] T. Shen, A. V. Penumatcha, and J. Appenzeller, "Strain Engineering for Transition 

Metal Dichalcogenides Based Field Effect Transistors," ACS Nano, vol. 10, pp. 

4712-4718, 2016. 

[274] Y. Wang, C. Cong, C. Qiu, and T. Yu, "Raman Spectroscopy Study of Lattice 

Vibration and Crystallographic Orientation of Monolayer MoS2 under Uniaxial 

Strain," Small, vol. 9, pp. 2857-2861, 2013. 

[275] P. Johari and V. B. Shenoy, "Tuning the Electronic Properties of Semiconducting 

Transition Metal Dichalcogenides by Applying Mechanical Strains," ACS Nano, 

vol. 6, pp. 5449-5456, 2012. 



120 

 

[276] C.-H. Chang, X. Fan, S.-H. Lin, and J.-L. Kuo, "Orbital analysis of electronic 

structure and phonon dispersion in MoS2, MoSe2, WS2, and WSe2 monolayers 

under strain," Physical Review B, vol. 88, p. 195420, 2013. 

[277] M. Antonios, A. Dimitris, D. Nikos, N. P. John, G. Spyridon, T. Sotirios, N. L. 

Nektarios, F. Otakar, F. Kyriakos, and P. Konstantinos, "Biaxial strain engineering 

of CVD and exfoliated single- and bi-layer MoS2 crystals," 2D Materials, vol. 8, p. 

015023, 2020. 

[278] A. Castellanos-Gomez, R. Roldán, E. Cappelluti, M. Buscema, F. Guinea, H. S. J. 

van der Zant, and G. A. Steele, "Local Strain Engineering in Atomically Thin 

MoS2," Nano Letters, vol. 13, pp. 5361-5366, 2013. 

[279] Y. Y. Hui, X. Liu, W. Jie, N. Y. Chan, J. Hao, Y.-T. Hsu, L.-J. Li, W. Guo, and S. 

P. Lau, "Exceptional Tunability of Band Energy in a Compressively Strained 

Trilayer MoS2 Sheet," ACS Nano, vol. 7, pp. 7126-7131, 2013. 

[280] N. Li, Q. Wang, C. Shen, Z. Wei, H. Yu, J. Zhao, X. Lu, G. Wang, C. He, L. Xie, 

et al., "Large-scale flexible and transparent electronics based on monolayer 

molybdenum disulfide field-effect transistors," Nature Electronics, vol. 3, pp. 711-

717, 2020. 

[281] M.-Y. Tsai, A. Tarasov, Z. R. Hesabi, H. Taghinejad, P. M. Campbell, C. A. Joiner, 

A. Adibi, and E. M. Vogel, "Flexible MoS2 Field-Effect Transistors for Gate-

Tunable Piezoresistive Strain Sensors," ACS Applied Materials & Interfaces, vol. 

7, pp. 12850-12855, 2015. 

[282] T. M. G. Mohiuddin, A. Lombardo, R. R. Nair, A. Bonetti, G. Savini, R. Jalil, N. 

Bonini, D. M. Basko, C. Galiotis, N. Marzari, et al., "Uniaxial strain in graphene 

by Raman spectroscopy: G peak splitting, Gruneisen parameters, and sample 

orientation," Physical Review B, vol. 79, p. 205433, 2009. 

[283] C. Lee, H. Yan, L. E. Brus, T. F. Heinz, J. Hone, and S. Ryu, "Anomalous Lattice 

Vibrations of Single- and Few-Layer MoS2," ACS Nano, vol. 4, pp. 2695-2700, 

2010. 

[284] A. Molina-Sánchez and L. Wirtz, "Phonons in single-layer and few-layer MoS2 and 

WS2," Physical Review B, vol. 84, p. 155413, 2011. 

[285] M. Buscema, G. A. Steele, H. S. J. van der Zant, and A. Castellanos-Gomez, "The 

effect of the substrate on the Raman and photoluminescence emission of single-

layer MoS2," Nano Research, vol. 7, pp. 561-571, 2014. 

[286] B. J. Robinson, C. E. Giusca, Y. T. Gonzalez, N. D. Kay, O. Kazakova, and O. V. 

Kolosov, "Structural, optical and electrostatic properties of single and few-layers 

MoS2: effect of substrate," 2D Materials, vol. 2, p. 015005, 2015. 

[287] K. Schauble, D. Zakhidov, E. Yalon, S. Deshmukh, R. W. Grady, K. A. Cooley, C. 

J. McClellan, S. Vaziri, D. Passarello, S. E. Mohney, et al., "Uncovering the Effects 

of Metal Contacts on Monolayer MoS2," ACS Nano, vol. 14, pp. 14798–14808, 

2020. 

[288] J. W. Christopher, M. Vutukuru, D. Lloyd, J. S. Bunch, B. B. Goldberg, D. J. 

Bishop, and A. K. Swan, "Monolayer MoS2 Strained to 1.3% With a 

Microelectromechanical System," Journal of Microelectromechanical Systems, 

vol. 28, pp. 254-263, 2019. 



121 

 

[289] E. Scalise, M. Houssa, G. Pourtois, V. Afanas’ev, and A. Stesmans, "Strain-induced 

semiconductor to metal transition in the two-dimensional honeycomb structure of 

MoS2," Nano Research, vol. 5, pp. 43-48, 2012. 

[290] L. Ji-Song, S. E. Thompson, and J. G. Fossum, "Comparison of threshold-voltage 

shifts for uniaxial and biaxial tensile-stressed n-MOSFETs," IEEE Electron Device 

Letters, vol. 25, pp. 731-733, 2004. 

[291] L. Dobrescu, M. Petrov, D. Dobrescu, and C. Ravariu, "Threshold voltage 

extraction methods for MOS transistors," International Semiconductor Conference, 

pp. 371-374 vol.1, 2000. 

[292] N. Münzenrieder, L. Petti, C. Zysset, D. Görk, L. Büthe, G. A. Salvatore, and G. 

Tröster, "Investigation of gate material ductility enables flexible a-IGZO TFTs 

bendable to a radius of 1.7 mm," Proceedings of the European Solid-State Device 

Research Conference (ESSDERC), pp. 362-365, 2013. 

[293] K.-C. Wang, T. K. Stanev, D. Valencia, J. Charles, A. Henning, V. K. Sangwan, A. 

Lahiri, D. Mejia, P. Sarangapani, M. Povolotskyi, et al., "Control of interlayer 

physics in 2H transition metal dichalcogenides," Journal of Applied Physics, vol. 

122, p. 224302, 2017. 

[294] D. K. Ferry, "Electron transport in some transition metal di-chalcogenides: MoS2 

and WS2," Semiconductor Science and Technology, vol. 32, p. 085003, 2017. 

[295] Q. Yue, J. Kang, Z. Shao, X. Zhang, S. Chang, G. Wang, S. Qin, and J. Li, 

"Mechanical and electronic properties of monolayer MoS2 under elastic strain," 

Physics Letters A, vol. 376, pp. 1166-1170, 2012. 

[296] J. Quereda, J. J. Palacios, N. Agräit, A. Castellanos-Gomez, and G. Rubio-

Bollinger, "Strain engineering of Schottky barriers in single- and few-layer MoS2 

vertical devices," 2D Materials, vol. 4, p. 021006, 2017. 

[297] W. Wu, L. Wang, Y. Li, F. Zhang, L. Lin, S. Niu, D. Chenet, X. Zhang, Y. Hao, T. 

F. Heinz, et al., "Piezoelectricity of single-atomic-layer MoS2 for energy 

conversion and piezotronics," Nature, vol. 514, pp. 470-474, 2014. 

[298] Y. Chai, S. Su, D. Yan, M. Ozkan, R. Lake, and C. S. Ozkan, "Strain Gated Bilayer 

Molybdenum Disulfide Field Effect Transistor with Edge Contacts," Scientific 

Reports, vol. 7, p. 41593, 2017. 

[299] T. Pena, S. A. Chowdhury, A. Azizimanesh, A. Sewaket, H. Askari, and S. M. Wu, 

"Strain Engineering 2D MoS2 with Thin Film Stress Capping Layers," 

arXiv:2009.10626, 2020. 

[300] W. Wan, L. Chen, L. Zhan, Z. Zhu, Y. Zhou, T. Shih, S. Guo, J. Kang, H. Huang, 

and W. Cai, "Syntheses and bandgap alterations of MoS2 induced by stresses in 

graphene-platinum substrates," Carbon, vol. 131, pp. 26-30, 2018. 

[301] T. G. Beckwith, R. D. Marangoni, and J. H. Lienhard, Mechanical Measurements, 

International Edition ed.: Pearson Education, Limited, 2008. 

[302] C. Li, P. J. Hesketh, and G. J. Maclay, "Thin gold film strain gauges," Journal of 

Vacuum Science & Technology A, vol. 12, pp. 813-819, 1994. 

[303] P. J. French and A. G. R. Evans, "Piezoresistance in polysilicon and its applications 

to strain gauges," Solid-State Electronics, vol. 32, pp. 1-10, 1989. 

[304] Y. Kim, Y. Kim, C. Lee, and S. Kwon, "Thin Polysilicon Gauge for Strain 

Measurement of Structural Elements," IEEE Sensors Journal, vol. 10, pp. 1320-

1327, 2010. 



122 

 

[305] S. Beeby, MEMS Mechanical Sensors: Artech House, 2004. 

[306] L. Chen, D. Liang, Z. Yu, S. Li, X. Feng, B. Li, Y. Li, Y. Zhang, and K. Ang, 

"Ultrasensitive Flexible Strain Sensor based on Two-Dimensional InSe for Human 

Motion Surveillance," IEEE International Electron Devices Meeting (IEDM), pp. 

26.6.1-26.6.4, 2019. 

[307] S. M. Won, H. Kim, N. Lu, D. Kim, C. D. Solar, T. Duenas, A. Ameen, and J. A. 

Rogers, "Piezoresistive Strain Sensors and Multiplexed Arrays Using Assemblies 

of Single-Crystalline Silicon Nanoribbons on Plastic Substrates," IEEE 

Transactions on Electron Devices, vol. 58, pp. 4074-4078, 2011. 

[308] M. Choi, Y. J. Park, B. K. Sharma, S.-R. Bae, S. Y. Kim, and J.-H. Ahn, "Flexible 

active-matrix organic light-emitting diode display enabled by MoS2 thin-film 

transistor," Science Advances, vol. 4, p. eaas8721, 2018. 

[309] Y. Chung, K. Lu, C. Cheng, M. Li, C. Lin, C. Li, J. Chen, T. Lai, K. Li, J. Shieh, et 

al., "Demonstration of 40-nm Channel Length Top-Gate p-MOSFET of WS2 

Channel Directly Grown on SiOx/Si Substrates Using Area-Selective CVD 

Technology," IEEE Transactions on Electron Devices, vol. 66, pp. 5381-5386, 

2019. 

[310] X. Liu, J. Hu, C. Yue, N. Della Fera, Y. Ling, Z. Mao, and J. Wei, "High 

Performance Field-Effect Transistor Based on Multilayer Tungsten Disulfide," 

ACS Nano, vol. 8, pp. 10396-10402, 2014. 

[311] G. H. Ahn, M. Amani, H. Rasool, D.-H. Lien, J. P. Mastandrea, J. W. Ager Iii, M. 

Dubey, D. C. Chrzan, A. M. Minor, and A. Javey, "Strain-engineered growth of 

two-dimensional materials," Nature Communications, vol. 8, p. 608, 2017. 

 


